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Low frequency words (like wizard) are better remembered in recognition memory than
high frequency words like tree. Previously studied low frequency words are endorsed more
often than high-frequency words, and unstudied low frequency lures attract fewer false
alarms than high frequency lures. In order to evaluate whether repeated experience of
phrases has the same effect as that of words, we tested whether infrequent combinations
of words (like psychic nephew) are better recognized than frequent word combinations (like
alcoholic beverages). In contrast to single words, people were more biased to endorse high-
frequency phrases, but phrase frequency did not affect discrimination between studied and
unstudied phrases. When high and low frequency nouns were embedded in adjective-noun
phrases of equal frequency (e.g. handsome wizard and premature tree), people were better
able to recognize phrases containing low frequency than high frequency nouns. Taken
together, the high frequency phrase bias and the low frequency embedded-noun advantage
suggest that the recognition of word sequences calls on prior experience with both the
specific phrase and its component words.

� 2015 Elsevier Inc. All rights reserved.
Introduction

Researchers have carried out thousands of experiments
in which word frequency is manipulated with the goal of
understanding how words are processed, produced, and
remembered. For the most part, this research demon-
strates that low frequency words are less easily acquired,
comprehended, and produced than more common words
(see Ellis (2002) for a complete review). More recently,
the question of whether multi-word sequences (or
phrases) might exhibit frequency effects has been
assessed. As with common words, high-frequency phrases
are associated with benefits in reading time (Bannard,
2006; Smith & Levy, 2013), phrase decision reaction time
(Arnon & Snider, 2010), greater fluency and speed of pro-
duction (Arnon & Priva, 2013; Bannard & Matthews,
2008; Janssen & Barber, 2012) and recall memory
(Tremblay & Baayen, 2010).

Phrase frequency effects are of interest because they tell
us about the cognitive mechanisms implicated in the pro-
duction and comprehension of word sequences. The find-
ings cited above indicate that the combination matters. A
phrase is not just a list of words. More importantly, these
results are analogous to the discovery in morphology that
people are sensitive to the frequency of whole words,
and the inference that word processing involves some
knowledge of the whole as well as of the component mor-
phemes (Bien, Levelt, & Baayen, 2005). However there
remain many questions about the exact nature of the
mechanisms involved. There are two main issues that
arise: compositionality and abstraction. In this paper, we
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present five recognition memory experiments that address
these issues.

The compositionality issue concerns the representation
of a phrase, by which we loosely mean the mental/neural
codes implicated in producing and understanding it, and
whether these codes are a predictable superset of the rep-
resentational spaces involved in the production and com-
prehension of its parts. So, a person’s knowledge of the
phrase red house may be compositional, derived solely
from their knowledge of its component words, red and
house. If the phrase is not compositional, but instead holis-
tic, a language user’s representation of it might be largely
separate from their representation of the component
words. Phrases vary in the extent to which their meaning
is predictable from their parts, with the meaning of red
house being much more predictable than the meaning of
red herring. A phrase with an unpredictable meaning there-
fore may seem to require a largely disjoint representation.
It is also plausible that such representations might also be
employed for more predictable phrases as well. Indeed, the
discovery of phrase-frequency effects has occasionally
been taken to indicate that the representation of phrases
is holistic. However, while such results indicate that speak-
ers do encode knowledge of the sequences, they do not
address the question of whether combination-specific
knowledge is utilized instead of or in addition to word
knowledge when processing phrases.

The issue of abstraction concerns how we encode mul-
tiple instances of the same phrase. A phrase could be rep-
resented either as a collection of episodic memories, each
containing a token of that phrase, or as a single abstract
encoding of the type with an associated strength. In the
episodic approach, the particular episodes in which a
phrase is experienced are kept distinct, and effects of the
phrase frequency would be attributed to the number of
such episodes. In particular, any processing benefits that
accrue to common phrases would be attributed to the
greater availability of relevant memories to guide the pro-
cessing (e.g. Goldinger, 2004; Hintzman, 1988). Alterna-
tively, in the abstractionist approach, each phrase type is
a single representation such as a node in a lexical-
semantic network (e.g. MacKay, 1982). If red house had
been experienced a number of times, a node would repre-
sent the phrase type, with its strength (e.g. resting level of
activation) proportional to its frequency. Of course, the
abstractionist approach does not deny the existence of epi-
sodic knowledge about phrases. It simply assumes that the
abstraction exists in addition to episodic memories, and it
is this abstraction that plays the major role in how the
phrase is processed, rather than the episodes.

Some accounts of word and phrase frequency effects are
neither clearly episodic nor explicitly abstractionist in the
sense that they have a single node for each word or phrase.
Multi-level connectionist models (e.g. Seidenberg &
McClelland, 1989) occupy an interesting middle ground in
this respect. Each experience changes the weights in a net-
work (as with an episode) and yet these alterations are not
stored separately, but rather are superimposed. The result-
ing superposition is somewhat like an abstraction, but it is
not easily recognized as such and is certainly not a single
node. A related class of models, the naive discrimination
learning models (e.g. Baayen, Hendrix, & Ramscar, 2013;
Baayen, Milin, Ðurdević, Hendrix, & Marelli, 2011), also
lacks discrete episodes and explicit representations of
abstract items. For example, one such model by Baayen
et al. (2011) consists of an input layer of letters and letter
pairs and an output layer of semantic features. The model
learns input–output mapping for words or phrases by
applying the Rescorla–Wagner (1972) equations to proba-
bilistic information obtained from corpora. Even though it
lacks explicit words or phrases, its behavior (e.g. mapping
accuracy) reflects both word and phrase frequency.

As we noted, benefits for high frequency phrases have
been clearly demonstrated in comprehension and produc-
tion tasks, and in memory recall. In our studies, we turn to
a different memory task in order to address phrase fre-
quency from a new perspective: the yes–no recognition
task. Importantly, the high frequency advantage apparent
in linguistic tasks and recall is not evident in recognition
memory; in fact, low frequency words are recognized bet-
ter. We more easily pick out panther when it was studied
and reject it when it was not studied than a higher fre-
quency word like cat. That is, low frequency words attract
more hits and fewer false alarms than high frequency
words. This pair of results is one manifestation of a broader
category of what are called mirror effects, effects in which
a particular class of items or condition of study for a set of
items leads to them being more easily discriminated
(Glanzer & Adams, 1985). The mirror effect allows us to
derive predictions about frequency effects for phrases in
recognition, and thus examine the cognitive mechanisms
implicated in their processing.

In the next section we review studies of word frequency
in language processing and acquisition. Next, we discuss
the degree to which the high frequency word advantage
is reflected in larger sequences of linguistic units, such as
multi-word sequences. Finally, we review the mirror effect
in yes–no recognition memory and consider its implica-
tions for multi-word sequences.

The high frequency word advantage

High frequency words are easier to process than low
frequency words. The language processing system is adap-
tive and thus learns to process more probable events with
greater facility (Dell & Jacobs, 2015; Forster & Chambers,
1973; Jusczyk, 1997; Lively, Pisoni, & Goldinger, 1994;
Saffran, Newport, & Aslin, 1996). For example, identifica-
tion of high frequency words is more robust under both
noisy (Howes, 1952) and clear (e.g. Forster & Chambers,
1973) conditions.

When reading words in text, reading times scale inver-
sely with the logarithmic frequency of the word that is
being read, with the most common words in the language
being barely read at all or even skipped entirely (e.g.
Demberg & Keller, 2008; Howes & Solomon, 1951;
Rayner, 1998; Smith & Levy, 2013). When a text contains
low frequency words, comprehension suffers (Diana &
Reder, 2006; Freebody & Anderson, 1983; Marks,
Doctorow, & Wittrock, 1974). In production, uncommon
words are retrieved more slowly during picture naming
(e.g. Oldfield & Wingfield, 1965) and produced less
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accurately (Dell, 1990; Kittredge, Dell, Verkuilen, &
Schwartz, 2008). In short, the deck is stacked against low
frequency words in linguistic tasks.

High frequency words are also easier to acquire. Chil-
dren respond from a very early age to highly probable con-
tent words like milk, producing them reliably early in
development (Tomasello, 1998). Familiar words contribute
to the refinement of phonological categories (Martin,
Peperkamp, & Dupoux, 2012; Swingley, 2009) and the
acquisition of syntax (Fisher, Gertner, Scott, & Yuan, 2010).

The child also notes the frequency of recurring pho-
neme combinations to pick words out of the speech stream
(Saffran et al., 1996). Algorithms that attempt to simulate
this process, however, sometimes fail to find words or
morphemes, and instead under-segment, treating multi-
word sequences, collocations, and frequent phrases as big
words (Feldman, Griffiths, Goldwater, & Morgan, 2013;
Goldwater, Griffiths, & Johnson, 2009). The word segmen-
tation literature sees this result as a failure, but their
results raise the interesting possibility that high frequency
phrases may be discovered in the same way that common
words are, a claim that brings us to the question of phrase
frequency effects. If there are common attributes to the
representations of these under-segmented phrases and
entire words, then ‘‘erroneously” treating common phrases
as single words may sometimes be useful behavior in lan-
guage acquisition (Tomasello, 2006) and potentially in its
ongoing use by mature language users.

The high frequency phrase advantage

People are sensitive to the frequencies of word
sequences, as they are to individual words. One of the first
studies to demonstrate phrase frequency effects was
Bannard and Matthews (2008). In that study, phrases such
as a drink of milk and a drink of tea, which were matched for
semantic class, word frequency, and two-word (bigram)
frequency were presented to young children. These
phrases differed only in their phrase frequency as mea-
sured in a corpus of child-directed speech. Of milk is about
as common as of tea, and milk and tea are also comparably
common in a corpus of British English. However, a drink of
milk is more common than a drink of tea. Recordings of
these phrases were played to young children, who were
asked to repeat them; they made fewer errors when
repeating the more frequent phrases, and were quicker in
doing so. These results suggest that children’s experience
of particular phrases, as well as of words, have a measur-
able impact on the representations that underlie their
developing linguistic abilities.

Adult production seems sensitive to phrase frequency
as well. In particular, prosodic measures such as duration
reflect the frequencies of multiword combinations as well
as the frequencies of the component words. In one study
(Arnon & Priva, 2013), frequent 3-word sequences (tri-
grams) were produced with shorter duration than infre-
quent trigrams, even when considering word frequencies
within those phrases as well. That is, the more frequent a
drink of milk would have a shorter duration than a drink
of tea, just as Bannard and Matthews (2008) found in chil-
dren. Shaoul, Harald Baayen, and Westbury (2014) used a
phrase Cloze completion task to assess implicit knowledge
of phrase frequencies. The endings that speakers provided
to the incomplete phrases mirrored the phrase frequency
distributions that have been observed in corpora. Speech
onset times are also sensitive to phrase frequencies.
Janssen and Barber (2012) constructed phrases such as blue
car and red car in Spanish, which differed in their phrase
frequencies. They asked participants to name pictures that
could be described by these phrases. High frequency
phrases, but not necessarily phrases containing high fre-
quency words, were initiated more quickly.

Multiword sequences can impact comprehension as
well. Smith and Levy (2013) examined whether word and
phrase frequencies jointly influence reading times for text,
confirming previous findings in reading (Bannard, 2006).
They found that there were contributions of word, bigram,
and trigram frequencies, such that the more frequent each
of these components were, the more quickly those words
and word sequences were read. Furthermore, reading
times were logarithmic with respect to phrase frequency,
an effect that had been robustly demonstrated with words
(Howes & Solomon, 1951; Rayner, 1998). This result
occurred despite the fact that their statistical model con-
tained no syntactic information, just information about
the lexical sequences. Other work on sentence processing
suggests that models using information about phrases only
can explain reading times just as well as models with syn-
tax (Frank, Bod, & Christiansen, 2012).

Taken together, these results demonstrate that lan-
guage users represent phrases. At this point, though, there
is uncertainty as to the degree to which such representa-
tions are holistic. There are many more possible phrases
than words. For a vocabulary of N words, there are n2

bigrams, n3 trigrams, etc. Thus, a language user often con-
fronts a phrase for the first time, and its meaning will have
to be constructed compositionally from its parts (i.e. its
words) and from context (e.g. Medin & Shoben, 1988;
Smith & Osherson, 1984). Furthermore, there is greater dif-
ficulty in estimating the frequencies of phrases, especially
those in the lowest frequency ranges (Evert, 2005;
Piantadosi, 2014). Given this, efficient encoding of lan-
guage then might involve representing phrases in a way
that makes use of the knowledge of their component
words and separately representing only the information
that is not contained within the word-level representa-
tions (such as frequency of occurrence of the combination).

The contribution of individual words to the fluency of
phrase processing is difficult to assess using the previously
employed methods. For both words and phrases, higher
frequency linguistic events are easier to process and pro-
duce than lower frequency events, and the correlation
between the frequency of phrases and their component
words can make them hard to tease apart. As we noted, a
major exception to the general linguistic advantage for
high frequency events is apparent in tests of recognition
memory, a topic to which we turn now.

A paradox of word frequency

Low frequency words have long been documented to do
better on recognition memory tests than high frequency
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Fig. 1. Log-frequency rank plot illustrating the uniform distribution of the
phrase frequency range for the stimulus set in Experiment 1.
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words. Specifically, low frequency words are better identi-
fied when they were studied (more hits) and better
rejected when they were not studied (fewer false alarms).
Crucially, because of the increase in hits and the decrease
in false alarms to low frequency words, the mirror effect
represents a situation that cannot be strictly explained by
any one class of words attracting more yes responses than
high frequency words, since any such advantage would not
play out in opposite advantages for studied and unstudied
items.

The word frequency mirror effect is in itself part of a
broader set of mirror effect phenomena. In general, words
with strange meanings, odd letter combinations, or which
occur in only a few contexts in real life, all exhibit the mir-
ror effect (Glanzer & Adams, 1985; Malmberg, Steyvers,
Stephens, & Shiffrin, 2002; Seamon & Murray, 1976;
Steyvers & Malmberg, 2003; Zechmeister, 1972). The mir-
ror effect has also been demonstrated for faces varying in
typicality (Vokey & Read, 1992) and picture-word pairs
that have unusual labels (Bloom, 1971). Malmberg et al.
(2002); see also Shiffrin & Steyvers, 1996) attribute the
effect to ‘‘feature frequency,” a conceptualization that sug-
gests that the mirror effect generalizes to any arbitrary dis-
tinctive features that are attended to in processing a
stimulus, with rare features providing a benefit to memory.

Some accounts of the word-frequency effect in recogni-
tion appeal to the impoverished episodic representation of
low frequency words. Because people experience low fre-
quency words fewer times than high frequency words,
they have more memories of high frequency words. These
multiple memories lead generally to the high-frequency
advantage in most language processing tasks. But this ben-
efit comes at a cost to memory. We have seen many cats
but few panthers and, consequently, are better able to
recover the particular contexts in which we experienced
panther. It is this recovery of the context of the studied list
that is crucial for a recognition decision (Reder et al., 2000).
Other accounts have emphasized that the amount of
change that our memorial representations undergo is
greater for a low frequency word when it is encoded
(Benjamin, 2003; Reder et al., 2000). As a result, unstudied
low frequency words seem especially novel in comparison
to unstudied high frequency words (Benjamin, Bjork, &
Schwartz, 1998; Brown, Lewis, & Monk, 1977). Thus, low
frequency words benefit from a one-two punch in a recog-
nition memory test. The first effect is that it is easier to
recover the studied episode for a low frequency word,
leading to more hits. The second effect is that unstudied
low frequency words will look especially unfamiliar, lead-
ing to fewer false alarms.

If phrases are represented holistically, low frequency
phrases should garner more hits and fewer false alarms
in a recognition memory test, much like low frequency
words. In Experiment 1 we test whether phrase frequency
induces a mirror effect in recognition memory in the same
way that word frequency does.

Experiment 1a

In this experiment, participants studied 26 adjective-
noun phrases that varied in phrase frequency. The studied
phrases were sampled from a set of 52. After a 30-min
retention interval, participants saw the complete set of
52 phrases and judged whether the phrase had been previ-
ously studied or not.

Method

Participants
Participants were 40 undergraduate students from the

University of Illinois who acquired no language before
the age of 5 other than English. Participants received
course credit for their participation in this experiment.

Materials
52 adjective-noun phrases served as stimuli. These

were extracted from the Google 1T n-gram corpus
(Brants & Franz, 2006) using word lists for each category
extracted from the part-of-speech-tagged British National
Corpus (BNC). In these phrases, both the nouns and the
adjectives had a restricted frequency range of 19–23.5
(taking the log2 transform of their frequency in the corpus)
(The British National Corpus, 2007). The phrases exhibited
a relatively broad phrase frequency range (5.4 < log2
(phrase frequency) < 19.7; see Fig. 1). The most common
phrases (rheumatoid arthritis, alcoholic beverages) were
approximately as common as the least common adjective
(decadent) and noun (grasslands) in our dataset. The stimu-
lus set may be found in Table A1 of Appendix.

The items were selected so that phrase frequency in the
materials did not correlate with word frequency (adjec-
tives with phrases, r = �0.09, p = 0.54; nouns with phrases,
r = 0.17, p = 0.23), which is not normally the case because a
common phrase naturally makes its words more common.
We also verified the lack of correlation between the two
word frequencies (r = 0.09, p = 0.50). Phrase frequency,
noun frequency, and adjective frequency were not
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Fig. 2. Hit rates and false alarm rates to phrases for Experiment 1a as a
function of phrase frequency, collapsed across participant variance. The
shaded areas correspond to one standard error around the regression line.
Participants make more hits and false alarms to high frequency phrases.

Table 1
Summary of Experiment 1a fixed effects.

Predictor Parameter estimates Wald’s test

Log-odds S.E. Z p

(Intercept) �0.46 0.12 �3.95 <.001
Old or new status 1.63 0.10 16.92 <.001
Phrase frequency (bias) 0.39 0.09 4.55 <.001
Phrase frequency by

old–new status
0.08 0.06 1.28 .20

Note: Significance obtained at p < .05.
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correlated with adjective or noun lengths in this stimulus
set, and phrase frequency was not correlated with total
phrase length. Phrase frequency was neither correlated
with orthographic neighborhood density (r = �0.05,
p = .73) nor orthographic probability (r = 0.04, p = .76),
which were calculated using the CLEARPOND database
(Marian, Bartolotti, Chabal, & Shook, 2012).

Procedure
Each participant received a different set of 26 phrases to

study. So that phrase frequency was varied to an even
extent in each study set, a randomly seeded sampler
selected items using a median split based on the items’
phrase frequency, following a method used in prior work
(Benjamin, 2003; Tullis & Benjamin, 2012). For each partic-
ipant, we took random subsets of the top and bottom
halves of the phrase frequency range, obtaining 13 phrases
from the top, and 13 phrases from the bottom.

Participants were told, ‘‘You will be presented with
pairs of words that combine to make meaningful phrases
that you should memorize. You should try to remember
as many of the pairs of words as you can.” They were not
given further specification about what type of memory test
they would complete. The studied phrases were presented
in random order. Each phrase was presented at the center
of a computer screen for 1 s, with a 1 s inter-stimulus
interval. After the study phase, participants put together
a puzzle of St. Basil’s Cathedral for 30 min.

At test, all 52 phrases were presented, again in random
order. Each phrase was presented at the center of the
screen while participants made a recognition judgment.
To make their judgment, they pressed the ‘‘p” key if the
item was ‘‘old” and the ‘‘q” key if the item was ‘‘new”.
Participants could take as much time as they wanted to
make a response.

Results

The recognition judgments were analyzed using logit
mixed effects models. Responses were modeled as a func-
tion of whether or not the item being responded to was in
the studied list (studied status), the log phrase frequency
(phrase frequency), and the interaction of these variables
(Wright, Horry, & Skagerberg, 2009). The random effects
included random slopes for the effect of studied status on
response bias and intercepts by participants. We also
included random intercepts for items. All analyses were
completed in the R package lmer version 1.1–6 using the
optimizer bobyqa to prevent non-convergence problems
(Bates, Maechler, Bolker, & Walker, 2014; Powell, 2009).
All coefficients represent changes in log odds of a yes ver-
sus a no response as a function of the predictor.

Participants demonstrated the ability to correctly iden-
tify studied items (b = 1.63, z = 16.92, p < .001). If the pre-
dicted greater accuracy for low frequency phrases had
occurred, then the interaction coefficient between phrase
frequency and studied status would be negative and signif-
icantly different from zero. In fact, this interaction was not
found and actually was slightly positive (b = 0.08, z = 1.28,
p = .20). What we saw instead was only a bias for partici-
pants to say that they had studied high frequency phrases,
regardless of whether the phrase had been studied or not
(b = 0.39, z = 4.55, p < .001). We illustrate the bias effect
that phrase frequency has on hits and false alarms in
Fig. 2. The full model is reported in Table 1. Random effects
are reported in Appendix in Tables A3 and A4.
Discussion of Experiment 1a

The lack of a phrase frequency mirror effect suggests
that the effect of phrase frequency on participants’ repre-
sentation of their language is different from the effect of
word frequency, at least with respect to recognition mem-
ory. This effect is surprising, because many stimuli benefit
from some kind of ‘‘unusualness” in recognition memory
tasks (Glanzer & Adams, 1985; Malmberg et al., 2002;
Seamon & Murray, 1976; Steyvers & Malmberg, 2003;
Vokey & Read, 1992). We note, though, that the bias to
respond ‘‘yes” as phrase frequency increases does suggest
that frequency influences performance. Therefore speakers
do somehow encode information about the frequency of
the word combinations.
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Fig. 3. Hit rates and false alarm rates to word-by-word presented phrases
for Experiment 1b as a function of phrase frequency, collapsed across
participant variance. The shaded areas correspond to one standard error
around the regression line. As in Experiment 1a, participants show more
hits and false alarms to high frequency phrases.

Table 2
Summary of Experiment 1b fixed effects.

Predictor Parameter estimates Wald’s test

Log-odds S.E. Z pz

(Intercept) 0.09 0.18 0.62 .73
Old or new status 1.77 0.13 14.14 <.001
Phrase frequency (bias) 0.27 0.12 2.31 <.05
Phrase frequency by

old–new status
0.05 0.08 0.65 .26

Note: Significance obtained at p < .05.
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Experiment 1b

The unexpected results of Experiment 1a motivated an
attempted replication. In Experiment 1b, we looked again
for a phrase frequency mirror effect. We also sought to rule
out the possibility that the bias toward saying ‘‘yes” to high
frequency phrases was due to the simultaneous presenta-
tion of the two words of the phrases at study and test. Pre-
senting the words in sequence could encourage the
separate processing of the individual words and possibly
nullify the phrase frequency bias effect of Experiment 1a.
Because of these concerns, we repeated Experiment 1a in
all respects, except that the two words of the phrases were
presented in sequence during study and at test.

Method

Participants
Participants were 40 undergraduate students from the

University of Illinois who acquired no language before
the age of 5 other than English. Participants received $8
for their participation in this experiment.

Materials and procedure
The only difference between Experiment 1a and Exper-

iment 1b was the manner in which the phrases were pre-
sented at study and at test. In Experiment 1b, we
presented phrases word by word, instead of simultane-
ously. At the beginning of every study trial, we presented
the adjective at the center of the screen for 450 ms, fol-
lowed by a 50 ms blank screen before presenting the noun
at the center of the screen for 450 ms. Words within
phrases never appeared together. There was a 1 s inter-
trial interval before the presentation of the next phrase.
To the extent that participants chose to encode the pairs
of words as phrases, it would likely be due to the longer
intertrial interval between phrases than the interstimulus
interval between words in a phrase. After study, partici-
pants again put together a puzzle for 30 min.

Presentation of the phrases at test followed a similar
design. Participants were asked to respond as to whether
the phrases presented were ones they had studied or not.
The rate of presentation of the words within the phrases
was the same as at study, with the adjective and noun on
the screen at separate times. In addition, judgments were
solicited only after both words had been presented and
removed from the screen. Only the cues as to what
response to make (‘‘p” for ‘‘old” and ‘‘q” for ‘‘new”) were
on the screen during the response. Participants were told
to judge whether they had studied the entire phrase. They
were allowed to take as much time as they needed to make
a response.

Results

Analysis followed as in Experiment 1a. We again found
no low frequency advantage, as evidenced by the lack of
interaction between phrase frequency and studied status
(b = 0.05, z = 0.65, p = .26). Also as before, we found that
participants were biased toward saying that they had
studied high frequency phrases, though this effect was
somewhat weaker in this experiment than in Experiment
1a (b = 0.27, z = 2.31, p < .05). We illustrate the phrase bias
in Fig. 3. The full model is reported in Table 2. Random
effects and random effects correlations are presented in
Appendix in Table A5.
Discussion of Experiment 1b

In Experiment 1b, we replicated the findings of Experi-
ment 1a. There is evidence in both experiments that partic-
ipants use phrase frequency to make their judgments
about whether a phrase was studied or not (evidenced in
a bias to say ‘‘yes” to more common phrases), but phrase
frequency does not appear to impact people’s ability to dis-
criminate studied from unstudied phrases. The fact that
the results of 1a replicated even when the words are
presented individually suggested that the phrases are
processed as units.
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Interim discussion

Given the results of Experiments 1a and 1b, we propose
the following model of phrase frequency effects, which is
outlined in Fig. 4. We base our model on episodic accounts
of the word frequency effect in recognition memory, most
specifically Reder et al. (2000), as other models of fre-
quency effects (e.g. Baayen et al., 2013) have not been
developed for recognition memory. Specifically, we pro-
pose that each experience with a multiword sequence
leaves a trace (with each episode represented by a star in
the figure). For example, consider the phrase psychic
nephew. Each experience with this particular phrase results
in another episodic token. This includes the experience of
studying psychic nephew in an experimental list (repre-
sented by the red star). The Reder et al. model accounts
for the higher hit rates for low frequency items and higher
false alarm rates for high frequency items using two mech-
anisms. Because an individual episodic memory has fewer
competitors for low frequency items, the study episode for
that item is more likely to be chosen at test. Higher false
alarm rates for unstudied high frequency words arise
because the baseline activation of the word is higher. In
sum, when high frequency words are studied, the individ-
ual episode is more difficult to retrieve among competitor
episodes, but when the high frequency word is new, the
baseline activation or familiarity of that item is already
high, leading to a bias to say yes to that item even when
it was unstudied. Critically for phrase memory, these epi-
sodic tokens can be retrieved from memory not just from
a cue that matches the entire phrase, but from a cue that
matches part of it, such as the noun. So, the tokens can
be thought of sets of as features that represent the experi-
ence of the phrase, with a featural cue having the capacity
to retrieve an entire episode. Crucially, words act as
Fig. 4. Schematic for the representation of the episodic memories
involved in the multiword phrase psychic nephew. Each word within the
phrase is represented as a circle containing episodic memories (stars). So,
the word nephew might have many other memories, such as favorite
nephew. When a phrase is processed at study, the red star is placed at the
intersection of the two words. The process of recognition at test requires
retrieving the red star that was experienced during study. At test, all
memories associated with the words compete for retrieval, so words with
many more memories make that phrase more difficult to locate. Because
phrases are generally impoverished (the intersection between two words
is often very unpopulated), phrases have very few competitors from the
same phrase, so word frequency becomes more important. (For interpre-
tation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
features. Thus, this model takes a compositional, episodic
approach. Relevant phrasal episodes are retrieved because
the episodes contain their words, and the influence of fre-
quency is attributed to the multiplicity of episodes.

Why is there no benefit for low frequency phrases? In a
recognition test, each word of a test phrase serves as a
retrieval cue. So, when psychic nephew is presented at test,
it has the potential to retrieve all episodes with psychic and
all episodes with nephew, as indicated by circles in Fig. 4.
We assume, consistent with prior work (e.g. Smith &
Osherson, 1984), that nouns contribute more to the mean-
ing of an adjective-noun phrase, so episodes that overlap in
just the noun will be more retrievable than those that
share only the adjective. As in the model of Reder et al.
(2000), recognition judgments are determined in part by
whether or not the critical episode (the red star represent-
ing that the phrase that was studied in the experiment) has
been retrieved. Finding that episode is more difficult when
many other episodes are active. Because words are far
more frequent than phrases on average, the main determi-
nant of the number of interfering episodes will be the fre-
quencies of the words within a phrase, particularly the
noun, and not the phrase itself. Because there are relatively
few memories of the whole phrase, they contribute few
interfering episodic tokens. In fact, for many phrases, the
number of possible episodic tokens is possibly zero (e.g.
psychic nephew), so only word-level information would
be available for use during search for the critical episode.

Why is there a bias to say ‘‘yes” for high frequency
phrases? Reder et al. (2000)’s word-frequency model
assumes that there exist abstract representations of word
types in addition to episodic memories. When a word is
more frequent, this representation is stronger and con-
tributes to a feeling of familiarity, and thus to a bias to
say yes. We can borrow the same account for phrase fre-
quency. This requires that there be an abstract holistic rep-
resentation of the phrase (sensitive to frequency) in
addition to the hypothesized phrasal episodes. The repre-
sentation of strength does not necessarily have to be a
property of a phrasal ‘‘node.” For example, it could be an
association strength between, say, the adjective and the
noun, such as might be acquired from a model that learns
through prediction error about subsequent words, given
previous ones. Alternately, we can dispense with abstrac-
tions and hypothesize that somehow, the participant is
able to discern phrasal familiarity from the set of retrieved
episodes that match on both words (e.g. the number of epi-
sodes that contain both psychic and nephews). Our data do
not distinguish between this episodic and abstractionist
account of the bias to say ‘‘yes”.

The model we outline generates a specific prediction
from its assumption that phrasal episodes have a composi-
tional nature: The frequency of the words within a phrase
should affect the amount of interference that is generated
at test, such that phrases containing low frequency words
should be better recognized than phrases containing high
frequency words, leading to a word frequency mirror
effect. We specifically expect to see a contribution of noun
frequency to phrase memory because of the greater contri-
bution of the noun to phrase meaning. A phrase with a fre-
quent noun should tend to attract fewer hits and more



Table 3
Summary of Experiments 1a and 1b combined analysis.

Predictor Parameter estimates Wald’s test

Log-odds S.E. Z pz

Intercept �0.26 0.11 �2.31 <.05
Studied status 1.71 0.08 22.11 <.001
Phrase frequency 0.36 0.09 3.77 <.001
Experiment 0.66 0.18 3.75 <.001
Noun frequency 0.05 0.10 0.52 .30
Compositionality �0.08 0.12 �0.66 .25
Imageability �0.06 0.12 �0.51 .30
Phrase frequency ⁄ Studied

status
0.08 0.05 1.52 .06

Noun frequency ⁄ Studied
status

�0.23 0.06 �3.98 <.001

Imageability ⁄ Studied
status

0.18 0.07 2.62 <.01

Compositionality ⁄ Studied
status

0.01 0.07 0.14 .55

Note: Significance obtained at p < .05.
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false alarms than a comparable phrase with a less common
noun. In the next section we run a combined analysis of
Experiments 1a and 1b to look for preliminary evidence
of a noun frequency mirror effect.

Cross-experiment analysis

Norming study
Phrases, like words, have conceptual properties associ-

ated with them that may enhance or obscure memory for
those phrases. In particular, phrases differ from monomor-
phemic words by having meanings that can be composed,
or which are idiomatic (e.g. red house versus red herring).
However, like words, phrases may be familiar concepts or
not. It is necessary to ask, therefore, whether the effects
of phrase frequency that we saw in Experiment 1a and
1b might be in part due to the relationship between these
factors and phrase frequency. To account for these factors,
we conducted an additional norming study with 50 partic-
ipants from the University of Illinois course credit subject
pool. Each participant rated each of the 52 phrases for con-
creteness (e.g. ‘‘This phrase denotes a real-world entity”;
Paivio, Yuille, & Madigan, 1968), imageability (e.g. ‘‘I can
easily picture what this phrase describes.”), and composi-
tionality (e.g. ‘‘Are alcoholic beverages beverages that are
alcoholic?”; Szabo, 2013) on a three-point scale (‘‘Not at
all”, ‘‘Somewhat”, and ‘‘Definitely”). We then averaged over
all 50 participants for each of the 52 items to obtain con-
creteness, imageability, and compositionality scores to
use as control variables.

Analysis
We first constructed a null model using the results of

the norms to predict memory performance, and then intro-
duced our key predictors: phrase frequency, noun fre-
quency, and adjective frequency. Concreteness and
imageability were highly correlated (r = .93), while compo-
sitionality was less strongly correlated with concreteness
(r = .62) and imageability (r = .69). Due to these correla-
tions, we only added imageability and compositionality,
and their potential interactions with studied status, to
the null model. Because this analysis uses the data from
both Experiments 1a and 1b, we added Experiment as a
fixed effect. Experiment did not significantly interact with
any terms in the model, so we did not retain the higher
order interactions, and only include Experiment as an addi-
tive term in the null model. We then conducted a stepwise
additive model building procedure to test for differential
effects of phrase frequency, noun frequency, and adjective
frequency on hits and false alarms. Random effects terms
with near-perfect correlations were removed (Baayen,
Davidson, & Bates, 2008); please see Table A6 in Appendix
for the full random effects structure.

First, we introduced phrase frequency and its possible
interaction with studied status. This significantly improved
model fit over the null model (v2 (7) = 62.48, p < .001).We
then found that the addition of a noun frequency main
effect term as well as the interaction of noun frequency
with studied status again improved model fit (v2 (11)
= 19.89, p < .05). Finally, we asked whether adjective fre-
quency contributed anything to model fit. The adjective
terms did not significantly improve the likelihood of the
model (v2 (2) = 2.56, p = .28), so adjective frequency and
its interaction with studied status were not included in
the final model. The final model is presented in Table 3.

Altogether, the results suggest that phrase and noun
frequency contribute to recognition memory judgments.
First, participants are more likely to say ‘‘yes” to a higher
frequency phrase than a lower frequency phrase, regard-
less of whether the item was actually studied or not
(b = 0.36, Wald Z = 3.77, p < .001). This result shows that
the phrase-frequency bias effect identified in each of the
two experiments is robust when phrasal differences in
compositionality and imageability are taken into account.

Critically, phrases containing uncommon nouns show a
benefit to recognition memory, as evidenced by a noun fre-
quency mirror effect (b = �0.41, Wald Z = �3.98, p < .001).
This was exactly what we predicted from our model. This
suggests that memory for phrases depends at least in part
on the distinctiveness of the component parts, specifically
the nouns, which are central to the meaning of the phrase
and have been implicated in prior research as an ‘‘anchor”
in memory (Lockhart, 1969; Mata, Percy, & Sherman, 2013;
Morris & Reid, 1972; Richardson, 1978; Yuille, Paivio, &
Lambert, 1969). We note one additional finding from the
final model: As has been reported previously in the litera-
ture (Paivio, 1971), increasing imageability led to greater
phrase discriminability (b = 0.18, Wald Z = 2.62, p < .01).

The presence of a noun frequency mirror effect provides
preliminary support for our account. It generally suggests
that knowledge of words contributes to the processing of
phrases, and thus that phrasal representations are not
entirely holistic.

Experiment 2

The phrases used in Experiment 1 were taken from the
Google n-gram corpus as described. While this tells us that
they occurred on the Internet with some frequency, many
of the infrequent phrases (e.g. ‘‘chrome throttle” or ‘‘psy-
chic nephew”) would not be encountered frequently in
daily life, and consequently we cannot be sure that they



Table 4
Summary of Experiment 2 fixed effects.

Predictor Parameter estimates Wald’s test

Log-odds S.E. Z pz

(Intercept) �2.06 0.25 �8.35 <.001
Old or new status 2.60 0.28 9.15 <.001
Phrase frequency (bias) 0.19 0.09 2.09 <.05
Phrase frequency by

old–new status
�0.14 0.13 �1.10 .28

Noun frequency (bias) �0.02 0.09 �0.23 .64
Noun frequency by

old–new status
0.05 0.11 0.47 .82
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are meaningful to participants. This may put them at an
encoding disadvantage, as has been seen in recognition
memory for pseudowords (e.g. Diana & Reder, 2006). We
therefore tested whether our key effects hold for another
set of phrases where even the ‘‘low frequency” phrases
are likely to be familiar and meaningful to participants.

To that end, we developed an additional stimulus set
from the spoken portion of the Corpus of Contemporary
American English (COCA; Davies, 2008), which consists
primarily of publically broadcast material from the news,
on talk shows, etc. These phrases therefore represent more
easily recognizable phrases. We gathered a total set of 112
phrases (56 in a high frequency phrase list and 56 in a low
phrase frequency list) meeting several criteria, which we
discuss below.

All the phrases we gathered from COCA were composi-
tional (nonidiomatic) adjective-noun phrases varying in
their frequency of occurring in the subset of the database
containing spoken English. We calculated the spoken fre-
quencies of these phrases from the years 2009 to 2012,
which represents more a recent and ecologically valid sam-
ple of the language the typical freshman undergraduate
would experience while watching the news from the
beginning of middle school through the most recent collec-
tion of data in COCA. Noun and adjective length did not sig-
nificantly correlate with phrase frequency (Pearson’s
r = �.11, p = .28 and r = �0.14, p = .16).

Nouns and adjectives were deliberately selected to be
higher in frequency than in Experiment 1 in order to
increase the chances that the participants actually knew
all of the words within the phrase, with the least common
adjective and noun occurring 200 times more often than
the least common phrase. Frequencies for the adjectives
and nouns were restricted to the same range, from 1031
to 4021 and from 1026 to 4037, respectively out of the
entire corpus from 2009 to 2012. As such, all nouns and
adjectives were within a single power of 2 in COCA fre-
quency. The lowest frequency phrases were ‘‘poor credit”,
‘‘southern food”, ‘‘fantastic panel”, and ‘‘nice hair”. The
highest frequency phrases were ‘‘foreign language”, ‘‘pres-
idential candidate”, ‘‘middle class”, and ‘‘grand jury”. Log2
frequencies of the counts ranged from 2.32 to 9.57. These
phrases are listed in Tables A2–A4 of Appendix.

Procedure

The procedure was the same as in Experiment 1a.

Results

The analysis proceeded as in Experiment 1. We repli-
cated the key results of that experiment.1 There was a main
effect of studied status, suggesting that participants were
highly accurate (B = 2.60, z = 9.15, p < .001. There was no
interaction between studied status and phrase frequency
1 The contribution of the noun to phrase memory with the materials
from the COCA corpus was unsurprisingly quite small, as noun (and
adjective) frequencies were quite restricted. There was neither a main
effect of noun frequency (B = �0.02, z = �0.23, p = .82) on recognition
responses, nor an interaction between noun frequency and studied status
(B = 0.05, z = 0.47, p = .63).
(B = �0.14, z = �1.07, p = .28), indicating that there was no
frequency-related mirror effect. Crucially, there was a main
effect of log phrase frequency on whether participants were
likely to call a phrase old or new (B = 0.19, z = 2.09, p < .05).
When a phrase was high frequency (e.g. ‘‘foreign language”)
participants were more likely to say it was studied than a
low frequency phrase (e.g. ‘‘angry crowd”) regardless of
whether the phrase had been studied or not. These results
are summarized below in Table 4 and plotted below in
Fig. 5. The random effects and random effects correlations
are reported in Table A7 of Appendix.

Discussion of Experiment 2

The results of this experiment demonstrate that the bias
to endorse high-frequency phrases as having been studied
is not an artifact of the stimuli from Experiment 1, some of
which may have been nonsensical to some subjects. We
see the same pattern of results in this experiment as we
Log phrase frequency

Fig. 5. Hit rates and false alarm rates to word-by-word presented phrases
for Experiment 2 as a function of phrase frequency in COCA, collapsed
across participant variance. The shaded areas correspond to one standard
error around the regression line. As in Experiment 1a and 1b, participants
show more hits and false alarms to high frequency phrases.
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do in Experiment 1: high frequency phrases are more likely
to garner ‘‘yes” responses regardless of whether the phrase
was studied or not. Furthermore, this experiment, like
Experiment 1, failed to show the frequency-based mirror
effect that is typically observed in recognition memory
experiments for single words.
Table 5
Summary of Experiment 3a fixed effects.

Predictor Parameter estimates Wald’s test

Log-odds S.E. Z pz

(Intercept) �0.42 0.15 �2.77 <.001
Old or new status 1.86 0.14 13.59 <.001
Noun frequency (bias) �0.06 0.10 �0.63 .27
Noun frequency by

old–new status
�0.48 0.07 �6.93 <.001

Note: Significance obtained at p < .05.
Experiment 3a

The results from Experiments 1a and 1b suggest that
noun frequency controls our ability to discriminate studied
from unstudied phrases. On the other hand, phrase fre-
quency seems to have some effect on the impression of
familiarity for the phrase without affecting accuracy, as
seen in both Experiment 1 and 2. The importance of the
noun for phrase memory is not without precedent: some
work suggests that letter frequencies can lead to the mirror
effect, with words with uncommon letters garnering more
hits and fewer false alarms (Malmberg et al., 2002). In our
case, the uncommonness of the noun contributes to the
discriminability of a phrase in recognition memory. The
next two experiments sought to confirm this finding. In
Experiment 3a we determined the strength of the relation-
ship between word frequency and recognition with single
words (nouns), and then in Experiment 3b embedded
those same words in phrases with the goal of providing a
definitive test of our prediction. Because we did not explic-
itly manipulate phrase frequency in these experiments, the
results of these two experiments can only speak to the role
of the noun in phrase memory as a test of our account.

Method

Participants
Participants were 30 undergraduate students from the

University of Illinois who acquired no language before
the age of 5 other than English. Participants received $8
for their participation in this experiment.

Materials
Eighty-eight nouns from a set of ninety-six nouns used

by Balota, Burgess, Cortese, and Adams (2002) served as
the stimuli, which had been controlled for concreteness/
imageability and word length. The full set of nouns was
not used because there are additional constraints based
on phrase construction that will be clarified when we
introduce Experiment 3b. Words in the dataset spanned a
continuous frequency range of 16.9–28.4 in log2 and
included, for example, tree, wizard, and anvil. All nouns
were concrete with the exception of nation. The materials
for Experiment 3a are found in the ‘‘noun” column of
Tables A3 and A4 of Appendix.

Procedure
The 88 nouns were repartitioned based on their fre-

quencies in the Google corpus into ‘‘high” and ‘‘low” fre-
quency categories based on a median split. This split
resulted in some items from the Balota et al. (2002) mate-
rials, which had been assigned to ‘‘low” and ‘‘high” fre-
quency categories, switching frequency categories. A
random sample of each half of the high and half of the
low frequency nouns comprised the study materials, for a
total of 44 study items.

As in Experiment 1a, each noun was presented for 1 s,
followed by a 1 s inter-stimulus interval. Due to the greater
number of items at study and at test than in Experiment 1,
there was no retention interval prior to starting the test.
Participants then completed a yes–no recognition test
where the nouns were presented and remained on the
screen until participants responded. Participants could
take as much time as needed to make a response.

Results

We again modeled participant responses to each item
as a function of whether the noun was studied or not, noun
frequency, and the interaction of those two terms. The
most important result was that there was a strong noun
frequency mirror effect, such that low frequency nouns
received significantly more hits and fewer false alarms
(b = �0.48, z = �6.93, p < .001). Unlike the two previous
experiments, participants did not exhibit a bias to respond
positively (or negatively) as a function of the frequency of
the test item (b = �0.06, z = �0.63, p = .27). These results
are summarized in Table 5. Random effects and correla-
tions are presented in Appendix in Table A8. A visual
inspection reveals a strong relationship between hit and
false alarm rates and noun frequency, which we include
in Fig. 6.

Discussion of Experiment 3a

The results of this experiment demonstrate that the
word frequency mirror effect for our items is robust. Given
this, the nouns were then incorporated into adjective-noun
phrases to evaluate the degree to which this relationship
holds when those phrases do not vary in adjectival or
phrase frequency. Specifically, we looked for an effect of
noun frequency even when the study of those nouns is
incorporated in phrases.
Experiment 3b

Method

Participants
Participants were 30 undergraduate students from the

University of Illinois who acquired no language before
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Fig. 6. Hit rates and false alarm rates to nouns for Experiment 3a as a
function of noun frequency, collapsed across participant variance. The
shaded areas correspond to one standard error around the regression line.
Participants make more hits and fewer false alarms to low frequency
words.
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the age of 5 other than English. Participants received $8 for
their participation in this experiment.
Table 7
Materials
The items used in this experiment were adjective-

nouns phrases containing the nouns from Experiment 3a.
We created these phrases using a corpus of part-of-
speech tagged adjective-noun phrases within the Google
1T n-gram corpus (Brants & Franz, 2006). The adjectives
and nouns were identified using part of speech labels avail-
able from the BNC. The process of excluding nouns that did
not occur in our subset of the Google corpus limited the set
of nouns used to Experiment 3a to 88. We used 88
adjective-noun phrases in Experiment 3b that contained
the nouns tested in Experiment 3a.

We chose the adjectives in these phrases from a very
narrow frequency distribution (within a unit of log2 fre-
quency). Moreover, when these adjectives were combined
with the nouns, the resulting phrases also had a very nar-
row frequency distribution (within a factor of 2). There
were no significant correlations between any of adjective,
noun, or phrase frequencies, and the means and ranges of
all frequencies are almost identical. This was equally true
when we divided the nouns into high and low frequency
Table 6
Ranges of (log2) frequencies by noun frequency category in Experiment 2.

Noun
frequency

Mean
adjective
frequency

Adjective
frequency
range

Mean
phrase
frequency

Phrase
frequency
range

Low 22.28 21.5–23.5 7.38 6.75–8
High 22.33 7.4
halves. We present these summary statistics in Table 6.
Such resulting phrases included handsome wizard (contain-
ing a low frequency noun) and premature tree (containing a
high frequency noun). These are available in Tables A3 and
A4 of Appendix.

Procedure
Participants studied and were tested on adjective-noun

phrases containing the nouns from Experiment 3a. Materi-
als were sampled for each participant in the same way as
in Experiment 3a. This experiment followed the same
study and test procedures as in Experiment 1a, so partici-
pants studied and then were tested on phrases with both
the adjective and noun presented simultaneously. As in
the prior experiment, there was no retention interval.

Results

The analysis of this experiment was the same as in
Experiment 3a. Because we only manipulated noun fre-
quency, while holding the other factors constant, the only
frequency factor that was considered was noun frequency.
Crucially, and as predicted by our account, there was a
noun frequency mirror effect, such that phrases containing
low frequency nouns got more hits and fewer false alarms
than phrases containing high frequency nouns (b = �0.25,
z = �2.52, p < .05), although this effect was considerably
more modest than in Experiment 3a, in which the nouns
were presented and tested alone. Also, as in the previous
experiment, they showed no frequency-related response
bias; that is, they were not significantly more likely to
say that they had seen phrases containing high frequency
nouns (e.g. premature tree) than low frequency nouns
(e.g. handsome wizard; b = 0.07, z = 0.69, p = .25). We sum-
marize these results in Table 7 and the data are pictured in
Fig. 7. Random effects and correlations are presented in
Table A9 in Appendix.

As a final test, we assessed whether the nouns’ memo-
rability in Experiment 3a was a predictor of performance
on phrases containing those nouns in Experiment 3b.
Because of the nature of our model, we predict that phrases
containing more memorable nouns should be better recog-
nized. We assessed this using a simple linear regression
analysis relating the discriminability (d0; Verde,
Macmillan, & Rotello, 2006) of the phrases to the discrim-
inability of the nouns. We found a reliable relationship
between noun memorability and phrase memorability,
with phrases containing more memorable nouns being
Summary of Experiment 3b fixed effects.

Predictor Parameter estimates Wald’s test

Log-odds S.E. Z pz

(Intercept) �0.83 0.17 �4.98 <.001
Old or new status 2.10 0.17 12.17 <.001
Noun frequency (bias) 0.07 0.10 0.69 .25
Noun frequency by

old–new status
�0.25 0.10 �2.52 <.05

Note: Significance obtained at p < .05.
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Fig. 7. Hit rates and false alarm rates to phrases for 3b as a function of
noun frequency, collapsed across participant variance. The shaded areas
correspond to one standard error around the regression line. Participants
make more hits and fewer false alarms to phrases containing low
frequency words.

Table 8
Summary of analysis relating phrase discriminability to noun
discriminability.

Predictor Parameter estimates t p

Pearson’s r S.E.

(Intercept) �0.82 0.16 �5.06 <.001
Noun discriminability �0.24 0.10 �2.48 <.05

Note: Significance obtained at p < .05.

0.00

0.25

0.50

0.75

1.00

0.25 0.50 0.75 1.00
Noun phrase discriminability

P
hr

as
e 

di
sc

rim
in

ab
ili

ty

Fig. 8. The discriminability of a phrase as a function of the discrim-
inability of the noun within the phrase. Phrases containing nouns that are
more memorable (higher discriminability) are discriminated better as
well, as predicted by the model.
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better recognized (Pearson’s r = �0.24, SE = 0.10, p < .05),
summarized in Table 8 and Fig. 8.

Discussion of Experiment 3b

This experiment suggests that, as with letters within
words (Malmberg et al., 2002; Zechmeister, 1972), words
within phrases can provide a cue to memory about
whether that phrase was studied or not. Furthermore, the
results confirm the effects seen in the joint analysis of
Experiments 1a and 1b, where we found a small noun fre-
quency mirror effect. This result was a key prediction of
the theoretical position outlined earlier.
General discussion

Experiments 1a, 1b, and 2 tested whether phrase fre-
quency can generate a mirror effect in the same way as
word frequency does. The presence of a mirror effect in this
case would suggest that phrases are stored at least some-
what separately from their component parts.
In contrast to the standard word-frequency effect in
recognition, we found that high frequency phrases were
as accurately remembered as low frequency phrases. We
also found a bias toward saying that high frequency
phrases were studied. The lack of a phrase frequency mir-
ror effect is problematic for the interpretation of phrase
frequency effects as indicating completely holistic phrasal
representations, and for the findings that any perceptually
salient feature can generate the mirror effect (Bloom,
1971; Glanzer & Adams, 1985; Malmberg et al., 2002;
Seamon & Murray, 1976; Steyvers & Malmberg, 2003;
Vokey & Read, 1992). At the same time, the fact that we
get a strong phrase frequency bias effect, where partici-
pants were more likely to say that they had studied high
frequency phrases regardless of whether they actually
had, does suggest that phrase frequency is reflected in lan-
guage users’ representations.

In addition to the absence of a phrase frequency mirror
effect, we found a noun frequency mirror effect in the
analysis of Experiments 1a and 1b. Phrases containing
low frequency nouns garnered more hits and fewer false
alarms. This result suggests that recognizing word combi-
nations calls on knowledge of the component words,
since individual words can provide a cue for recognition
of phrases. In fact, we predicted this finding from an epi-
sodic model of phrase recognition that we developed to
explain why we found no phrase-frequency mirror effect.
The key feature of this model is that there are many more
episodic tokens containing the components of a test
phrase, such as the noun, than contain the whole phrase.
Hence, the amount of interference that is experienced
when attempting to recover the relevant episode for a
studied phrase is greater for phrases containing common
nouns. The fact that there are many more activated
episodes containing a word of the phrase than there are
episodes that contain the whole phrase explains why
phrase frequency is an impotent variable with regard to
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memory accuracy. The interference that makes it difficult
to find the studied episode comes overwhelmingly from
other episodes containing the noun, rather than those
corresponding to the whole phrase.

Experiment 3 followed up on the results of Experiment
1 to fully establish the existence of the predicted noun fre-
quency mirror effect. We explicitly manipulated noun fre-
quency within phrases while holding phrase and adjective
frequency constant. The results of Experiment 3 showed
that the frequency of the words within the phrase can gen-
erate a mirror effect, confirming the noun frequency mirror
effect of Experiment 1. The presence of a noun frequency
mirror effect is in line with many other results on feature
frequency or feature salience (Malmberg et al., 2002;
Vokey & Read, 1992), but the absence of a phrase fre-
quency mirror effect is not.

What could give rise to a phrase frequency bias effect,
but not a phrase frequency mirror effect? Perhaps knowl-
edge of phrases is different from knowledge of words, as
we proposed in our model. In the model, episodes for mul-
tiword sequences have a relational structure, composed of
the words within it. Such sequences may or may not pos-
sess syntactic relations between the words (Frank et al.,
2012; Arnon & Priva, 2013). A word provides information
about the meaning of the phrase, while a letter largely does
not (Monaghan, Christiansen, & Fitneva, 2011). This is an
important difference between words within phrases com-
pared to letters within words (e.g. Malmberg et al., 2002;
Zechmeister, 1972), In general, words relate to phrases
non-arbitrarily, while the characteristics of a word, such
as its orthography, are incidental (Evert, 2005). In our
model, this is represented by the potential to retrieve phra-
sal episodes through words. Lantern can help retrieve red
lantern, but ‘‘d” is not a particularly good cue for retrieving
red.

It is also possible that phrase frequency may not be a
reliable cue to memory within the frequency ranges we
examined. Recall that the most frequent phrase in Experi-
ment 1 was just as common as the least frequent adjective
and noun. The fact that participants could not use phrase
frequency to guide their accuracy could simply be due to
the fact that the phrases we were using were not actually
comparable to higher frequency words. That is, the
absence of a phrase frequency mirror effect might reflect
the fact that there are not enough phrase episodes to create
interference in the first place. Several studies have shown
that recognition judgments are not enhanced for very
low frequency words relative to low frequency words
(Mandler, Goodman, & Wilkes-Gibbs, 1982; Mulligan,
2001; Rao & Proctor, 1984; Reder et al., 2000). This line
of reasoning suggests that, at higher phrase frequency
ranges than the ones we tested here, once word combina-
tions have become ‘‘stickier”, we should begin to see the
mirror effect.

In fact, this expectation is completely consistent with
our model. Because our ‘‘high” frequency phrases do not
have a large number of individually stored episodes, they
cannot create interference in the same way that words
can. If one could garner or create much more frequent
phrases, there is the potential to create interference dur-
ing recognition judgments and a phrase-frequency mirror
effect. In this sense, the lack of a phrase frequency effect
with our range of phrase frequencies is fundamentally
the result of the fact that the phrase frequencies are a
lot lower than the frequencies of their words (and that
the words are a critical part of the phrasal
representations).

It is important to note that the phrase frequency
range that we used and its relation to the word fre-
quency range is generally true for real life texts. While
all word and combinations of word frequencies follow
a loosely Zipfian distribution – log frequency is linear
with log rank for at least a large part of the frequency
range (Evert, 2005; Ha, Sicilia-Garcia, Ming, & Smith,
2002; Zipf, 1949; though see Piantadosi, 2014 for a more
critical review of this method) – there are many more
phrases than words, making the task of encoding and
remembering them much more computationally inten-
sive (Baayen et al., 2013). Furthermore, the use of
phrases may be more contextually constrained than that
of words, which is important given the contribution of
contextual diversity to recognition memory judgments
(Steyvers & Malmberg, 2003). Based on the research pre-
sented here, we propose that encoding and remembering
phrases is accomplished using episodic representations
of whole phrases that can be retrieved compositionally,
that is, via their individual component words.

To review, we found evidence of memory traces for
whole phrases but also of a compositional component to
their representation. The memory for phrases is revealed
by the bias effect: participants were more likely to endorse
high frequency than low frequency phrases, regardless of
whether they were studied (Experiments 1 and 2). At the
same time, phrases containing low frequency words were
better recognized than phrases containing high frequency
words, suggesting that the individual components of
phrases play a role in the recognition of the entire phrase
(Experiment 2).

While our results accord well with the memory litera-
ture (Malmberg et al., 2002; Rao & Proctor, 1984), they
are hard to fit with proposals that phrases are repre-
sented entirely holistically (Arnon & Priva, 2013; Janssen
& Barber, 2012). Our proposal is similar to existing mod-
els that combine information about words and multiword
sequences to predict reading times, language production,
and acquisition (Baayen et al., 2013; Bannard &
Matthews, 2008; Smith & Levy, 2013). The degree to
which we use both information about phrases and words
seems to depend somewhat on the task. We may rely on
phrase-level information only when it is beneficial to do
so, as needed during the processing of known, but non-
literal word combinations like red herring. At the same
time, much of language involves novel combinations of
words, meaning that word-level information is useful to
both memory and language processing. There may be
points where language statistics make it particularly
advantageous to ignore word-level information and
engage in phrase processing.
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Table A1
Phrases from the Google 1T n-gram corpus (Brants & Franz, 2006) used in Experim

Phrase Log2 phrase frequency

Adjective Noun

Low frequency phrases
simultaneous transduction 5.39
downstream subcontractors 5.42
naughty tot 5.64
abandoned arena 5.80
accompanying visions 6.33
packaged hunts 6.37
chrome throttle 6.50
optimum staining 6.50
flaming bounds 6.55
predominant organ 6.70
psychic nephew 6.85
transgenic allele 6.91
inhaled compounds 7.04
programmable fuse 7.20
sleek fleece 7.79
piercing headache 8.57
metropolitan zones 9.09
decadent era 9.19
commanding brigade 9.29
distinct affinity 9.38
routine expressions 9.48
untreated asthma 9.51
painful consciousness 9.66
tangled headset 9.74
intense cultivation 9.79
perennial grasslands 10.29

High frequency phrases
thick bundles 10.30
vibrant acidity 10.80
polynomial curves 11.04
cherished traditions 11.97
passionate embrace 13.18
accumulated surplus 13.24
conditional expectation 14.97
Relentless pursuit 15.13
unsecured tenant 15.32
roman numerals 15.56
interior decoration 16.06
contaminated soils 16.35
undue hardship 16.94
outer shell 17.35
dining hall 17.55
mashed potatoes 18.34
respiratory tract 18.59
cystic fibrosis 18.67
cerebral palsy 18.73
monoclonal antibody 18.75
bald eagle 18.82
nitric oxide 19.30
myocardial infarction 19.42
coronary artery 19.53
alcoholic beverages 19.56
rheumatoid arthritis 19.65
Appendix

Tables A1–A9
ents 1 and 2.

Log2 adjective frequency Log2 noun frequency

21.48 19.70
21.57 19.98
21.88 20.14
22.36 22.71
22.31 20.91
21.72 19.43
21.53 20.22
21.69 20.45
19.67 21.65
20.15 22.39
21.10 20.43
20.17 19.88
19.60 22.64
20.82 20.55
20.91 20.68
21.04 21.47
21.69 22.61
19.22 23.28
20.23 19.95
23.20 21.07
23.32 22.56
20.18 22.02
22.27 22.50
19.34 21.38
22.76 20.93
20.41 19.034

23.50 20.49
21.61 19.28
21.11 22.09
19.88 22.31
21.58 21.71
21.61 22.18
21.83 21.80
19.84 21.84
21.64 21.81
20.28 19.25
23.48 21.41
21.81 21.83
20.31 20.60
22.83 23.43
23.44 23.09
19.37 21.71
22.01 21.93
19.37 19.85
20.98 19.39
19.99 22.03
22.00 21.54
19.75 21.74
20.37 19.93
21.29 21.35
21.34 21.55
19.93 21.79



Table A2
Phrases derived from COCA (Davies, 2008) used in Experiment 2.

Phrase Log2 phrase frequency Log2 adjective frequency Log2 noun frequency

Adjective Noun

Low frequency phrases
poor credit 2.32 12.82 12.79
southern food 2.81 12.36 13.81
fantastic panel 2.81 11.18 12.19
nice hair 3 13.37 12.69
incredible pain 3.17 12.28 12.75
safe space 3.17 12.81 13.04
available flight 3.17 12.78 12.42
controversial statement 3.32 11.71 13.19
violent weather 3.32 12.04 12.41
similar incident 3.46 12.45 12
particular church 3.46 13.12 13.35
local airport 3.58 13.57 12.09
open relationship 3.7 12.77 13.59
heavy heart 3.7 12.09 13.86
likely suspect 3.7 12.64 11.35
impossible dream 3.91 11.87 12.18
wonderful trip 4 13.51 12.58
british actor 4 12.66 12.56
serious nature 4.09 13.83 12.44
major bank 4.09 13.94 12.61
crazy talk 4.09 12.45 13.43
sad truth 4.17 12.05 13.53
successful mission 4.17 12.66 12.84
simple rule 4.17 12.91 11.94
global recession 4.17 12.14 11.8
angry crowd 4.25 12.62 11.97
late term 4.25 12.53 12.82
guilty pleasure 4.25 13 12.2
normal behavior 4.39 12.74 12.43
fresh blood 4.39 12.05 13.2
strong opinion 4.46 13.73 13.05
healthy weight 4.46 12.03 12.25
super model 4.52 11.57 11.9
funny feeling 4.58 12.76 12.47
necessary step 4.58 12.43 12.31
positive test 4.58 12.63 12.57
lucky break 4.64 11.82 14.74
current governor 4.64 12.59 13.46
actual cost 4.81 11.87 12.55
easy solution 4.86 12.97 12.16
civil union 4.86 13.19 13.19
horrible mistake 4.86 11.68 12.58
fair deal 4.91 12.44 13.61
international agreement 4.91 13.77 12.94
clear winner 4.91 13.42 11.68
famous speech 4.91 12.52 13.38
effective treatment 4.95 12.23 12.71
white neighborhood 5 13.57 12.298
sexual act 5 12.85 12.73
legal strategy 5.04 13.46 12.46
senior officer 5.09 12.89 12.95
military background 5.13 14.14 12.05
quick action 5.17 12.63 13.62
full picture 5.21 13.48 13.45
short film 5.25 12.79 13.47

High frequency phrases
liberal agenda 5.29 11.94 12.31
dangerous drug 5.32 12.88 13.72
afghan border 5.43 10.87 12.6
commercial success 5.46 14.21 12.75
physical violence 5.49 12.18 13.43
emotional response 5.55 12.07 12.81
innocent victim 5.58 11.92 12.42
terrible accident 5.64 12.8 12.21
prime example 5.64 12.87 12.67
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Table A2 (continued)

Phrase Log2 phrase frequency Log2 adjective frequency Log2 noun frequency

Adjective Noun

iraqi freedom 5.67 13.51 12.7
extraordinary amount 5.75 12.1 13.18
specific threat 5.81 12.55 12.9
amazing experience 5.88 12.83 13.39
beautiful song 5.93 13.34 13.08
private plane 5.95 13.32 12.9
certain type 5.98 13.88 12.9
personal choice 6 13.56 13.13
social network 6 13.57 12.5
entire industry 6.02 13.16 13.54
fine art 6.09 13.23 12.56
powerful message 6.11 12.58 13.63
independent investigation 6.27 12.44 13.56
smart move 6.3 11.96 11.74
significant progress 6.34 12.59 12.24
main course 6.38 12.6 12.64
correct answer 6.39 12.63 13.48
supreme leader 6.44 13.18 13.57
enormous pressure 6.58 12.18 13.12
red tape 6.74 12.13 12.8
financial reform 6.88 12.91 13.22
tough love 6.93 13.58 13.44
perfect storm 7 12.58 12.44
religious right 7.06 12.46 13.09
close attention 7.17 12.72 13.57
dead heat 7.26 13.37 11.55
hot seat 7.31 12.76 12.16
single parent 7.46 13.27 11.98
critical condition 7.5 12.51 11.81
low income 7.53 12.03 12.42
recent study 7.58 13.05 12.68
early age 7.88 13.22 13.56
wrong direction 8.06 12.78 12.4
central park 8.23 12.74 12.16
popular vote 8.4 12.73 13.44
congressional budget 8.56 12.36 13.7
regular basis 8.75 12.07 12.47
common ground 8.84 12.72 13.3
free market 8.97 13.58 13.5
natural gas 9 12.18 12.68
nuclear weapon 9.02 13.47 11.68
illegal immigration 9.18 12.54 12.06
gay marriage 9.25 12.41 12.96
economic growth 9.9 13.92 12.52
Foreign Language 10.6 13.82 12.86
Presidential Candidate 11.24 13.49 13.45
middle class 11.27 13.13 13.16
grand jury 11.32 12.18 13.72

Table A3
Phrases and nouns derived from Balota et al. (2002) and used in Experiments 3a and 3b.

Phrase Log2 phrase frequency Log2 adjective frequency Log2 noun frequency

Adjective Noun

High frequency nouns
adjacent nation 7.11 23.04 24.74
ambitious library 7.81 21.55 25.33
artificial home 7.70 22.48 28.37
awesome valley 7.09 23.29 22.64
beloved chicken 7.59 21.78 23.16
beneficial sun 7.07 22.59 24.38
biological garden 7.23 23.43 24.25
bold rose 7.65 22.80 23.67
burning palace 7.99 23.25 21.54

(continued on next page)
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Table A3 (continued)

Phrase Log2 phrase frequency Log2 adjective frequency Log2 noun frequency

Adjective Noun

cooling floor 7.56 22.63 24.99
cycling town 7.75 21.85 25.42
destructive baby 7.22 21.43 25.17
downstream field 7.42 21.57 26.41
emerging road 7.95 23.03 25.36
endless cloud 8.08 21.96 22.42
engaged father 7.21 23.49 24.92
failing hotel 6.90 22.46 26.58
gentle snake 6.85 22.27 21.56
governing village 7.84 22.74 23.99
grounded world 7.29 21.66 27.64
hanging dress 7.28 22.77 23.68
hazardous car 7.42 22.70 26.68
inspiring college 6.91 21.46 25.39
instructional kitchen 6.97 22.16 24.17
insured truck 7.27 22.28 23.84
invisible mouth 7.58 22.01 24.18
jumping cow 7.43 21.72 22.02
literary radio 8.00 22.57 25.28
magnificent plane 7.93 21.93 23.72
metallic wheel 7.12 21.43 23.71
patented bottle 7.83 21.44 23.31
premature tree 6.96 21.42 25.01
provincial street 6.85 22.33 25.01
refurbished engine 7.88 21.41 25.34
rejected picture 7.09 22.92 26.16
rolled bread 8.08 22.32 22.98
specialized pool 8.02 22.90 24.77
stainless key 6.98 22.67 26.37
sterling cup 7.42 22.11 23.99
sticky book 7.02 21.45 27.28
stolen jacket 7.24 22.35 22.66
striking beach 7.77 22.37 24.62
surfing market 7.26 21.95 26.66
surprised cat 7.48 23.21 24.09
teenage king 7.25 23.18 23.74
tough bear 7.12 23.38 23.88
toxic stream 7.09 22.50 24.90
versatile ball 7.15 21.83 24.45

Low frequency nouns
adjustable anvil 6.84 22.45 18.11
bald vulture 6.87 22.00 17.52
bitter pecan 7.97 21.76 18.21
blind owl 7.68 23.27 20.54
brilliant sleuth 6.84 22.83 17.05
circular parasol 7.24 22.01 16.87
complementary valet 7.42 21.64 19.13
copper altar 8.05 22.70 20.77
crowded isle 7.14 21.43 19.24
cute otter 7.02 23.40 18.49
deadly dungeon 7.82 21.83 19.65
decorative gourd 7.86 21.75 17.90
delicate sequin 7.61 21.71 18.26
dried eel 7.52 22.14 18.76
elegant lily 7.22 22.67 20.14
expanding cavern 7.53 22.87 19.75
extraordinary gem 7.04 22.64 21.17
fake cobra 6.80 22.74 19.41
fancy loft 7.30 22.21 20.27
golden plum 7.82 22.92 19.75
grey bonnet 7.90 22.52 18.97
handsome wizard 7.81 21.44 21.64
indigenous spa 7.19 22.12 22.52
lively lass 6.89 21.54 18.45
miniature tripod 7.97 21.44 20.31
nasty beggar 6.96 22.28 18.31
occasional jaguar 6.76 22.26 18.88
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Table A4
Random effects, Experiment 1a.

Random effects Variance sd

Participant Intercept 0.31 0.55
Studied status 0.26 0.51

Item Intercept 0.19 0.43

Table A5
Random effects and random effects correlations, Experiment 1b.

Random effects Variance sd

Participant Intercept 0.71 0.84
Phrase frequency 0.09 0.31
Studied status 0.33 0.57
Phrase frequency ⁄ Studied status 0.01 0.01

Item Intercept 0.31 0.56

Intercept Phrase frequency Studied status

Random effects correlations
Phrase frequency �0.07
Studied status 0.36 0.25
Phrase frequency ⁄ Studied status 0.58 �0.84 �0.14

Table A6
Random effects and random effects correlations, Experiment 1a and Experiment 1b combined analysis.

Random effects Variance sd

Participant Intercept 0.44 0.66
Phrase frequency 0.05 0.23
Studied status 0.25 0.50
Noun frequency 0.02 0.13
Noun frequency ⁄ Studied status 0.005 0.07

Item Intercept 0.21 0.46

Intercept Phrase frequency Studied status Noun frequency

Random effects correlations
Phrase frequency 0.06
Studied status �0.07 0.42
Noun frequency �0.58 �0.85 �0.34
Noun frequency ⁄ Studied status �0.41 �0.85 �0.67 0.92

Table A3 (continued)

Phrase Log2 phrase frequency Log2 adjective frequency Log2 noun frequency

Adjective Noun

offshore wharf 6.82 22.33 18.77
ordinary flea 7.43 23.43 20.21
polished flask 7.76 21.66 19.14
portable keg 6.85 23.47 18.24
relaxing harp 7.40 21.91 19.91
robust vine 7.07 22.52 20.15
sacred urn 7.96 22.06 19.83
shallow crevice 7.18 21.86 17.41
silly dwarf 7.38 22.27 20.35
slim vase 7.93 21.89 20.57
spinning galaxy 7.35 21.40 21.21
stuffed boar 7.24 21.40 18.68
stylish yacht 7.45 22.88 20.97
tan tunic 7.28 21.59 18.52
thin tablet 7.31 23.42 21.77
tropical olive 7.80 22.66 21.80
vintage banjo 7.99 22.98 19.51
wooden silo 7.01 22.76 18.32
yearly monsoon 7.41 21.83 19.09
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Table A7
Random effects and random effects correlations, Experiment 2.

Random effects Variance sd

Participant Intercept 1.49 1.22
Phrase frequency 0.02 0.13
Studied status 1.92 1.39
Phrase frequency ⁄ Studied status 0.13 0.36

Item Intercept 0.19 0.43

Intercept Studied status Phrase frequency

Random effects correlations
Studied status �0.55
Phrase frequency �0.32 0.87
Phrase frequency ⁄ Studied status �0.14 �0.40 �0.80

Table A8
Random effects and random effects correlations, Experiment 3a.

Random effects Variance sd

Participant Intercept 0.50 0.71
Noun frequency 0.09 0.29
Studied status 0.41 0.64
Noun frequency ⁄ Studied status 0.004 0.07

Item Intercept 0.13 0.35

Intercept Studied status Noun frequency

Random effects correlations
Studied status �0.38
Noun frequency 0.58 0.27
Noun frequency ⁄ Studied status �0.75 0.36 �0.80

Table A9
Random effects and random effects correlations, Experiment 3b.

Random effects Variance sd

Participant Intercept 0.55 0.74
Noun frequency 0.07 0.27
Studied status 0.63 0.79
Noun frequency ⁄ Studied status 0.07 0.27

Item Intercept 0.09 0.31

Intercept Noun frequency Studied status

Random effects correlations
Noun frequency �0.32
Studied status �0.62 0.80
Noun frequency ⁄ Studied status 0.24 �0.57 �0.68
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