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Agreement Processes in Sentence Comprehension
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Three experiments examined the processing of subject—verb agreement in sentence comprehension.
Experiment 1 used a word-by-word self-paced moving window reading methodology, and partici-
pants read sentences suchlTae key to the {cabinet/cabinets} {was/were} rusty from many years of
disuseWhen the head nourkéy), local noun ¢abine}, and verb were all singular, reading times after
the verb were faster than when either a plural local noun or plural verb was present. Experiment 2
used an eyetracking paradigm and revealed a pattern like that in Experiment 1, with a finer grain of
resolution. Agreement computations influenced processing within one word after encountering the
verb, and processing disruptions occurred in response to both agreement violations and locally
distracting number-marked nouns, despite the fact that neither is a priori relevant for comprehension
in English. Experiment 3 revealed an asymmetry in the pattern of disruptions that parallels error
distributions in language production (e.g., Bock & Miller, 1991). The results suggest that agreement
is an early, integral component of comprehension, mediated by processes similar to those of
production. © 1999 Academic Press
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is typically a noun phrase (NP), which has as itBarly, adjectives and prepositions are markec
head a noun marked for number. Thus in (1fpr neither number nor gender (unlike Romance
comprehenders assume tlghorks is the (plu- languages), and even though many determine
ral) noun head of the subject, seere is the (e.g.,many are marked for numbetheis not,
appropriate plural verb form in (1a), avdas, and it is the most common determiner in En-
which is singular, is inappropriate in (1b). glish. It is roughly three times more common
Of course, sensitivity to subject—verb agreethan any other determiner and more frequen
ment is not restricted to cases involving nonthan all other determiners combined in the
sense words. In examples like (2), comprehend@rown corpus (Francis & Kigra, 1982). Most
ers judge versions containing correct agreemeatitically, verbs are marked only for number,
(2a) to be better than those with incorrect agreend only in third-person present-tense forms
ment (2b). Indeed, such judgments for exampleghe only exception is the copulae, which is
like (2) are quite sharp, and thus not surprismarked in both first- and third-person and in
ingly, linguists have taken agreement phenonpresent- and past-tense forms. In the Browi
ena to be an important source of data to beorpus only 22.4% of all verbs are overtly
explained by linguistic theories. marked for number (41,727 out of 186,070).
Quite often, then, in English comprehension
the information necessary to use agreement col
straints will be unavailable to the compre-
From the perspective of language-processirttender, and, even when it is available, the in
theories, however, the importance of agreemefdarmation provided will often be entirely
phenomena is not so clear. While language proeedundant. Thus the comprehension syster
ducers clearly must compute agreement in ordemight be more efficient if it largely ignored
to generate grammatically correct forms, comagreement information, backtracking to handle
putation of, for example, subject—verb agreeit only when other constraints were insufficient
ment is not obviously required for comprehen{see also Nicol, Forster, & Veres, 1997).
sion. English in particular has a relatively fixed On the other hand, a variety of languages
word order, with the result that the subject NBeem to rely more heavily on agreement tc
and the main verb of a clause are nearly alwaysovide grammatical constraints. Many lan-
identifiable on the basis of positional and synguages have a much richer set of overt agree
tactic category information alone (see also Maanent markings as well, indicating that the
Whinney, Bates, & Kliegl, 1984). The fact thatparser might rely more heavily on agreement ir
a subject and a verb must agree in number sich languages. The idea that the basic structu
then largely redundant from the perspective aff the human language comprehension systel
identifying clausal constituents and syntactiés universal (i.e., uniform across speakers o
relations (but cf. some kinds of structural amdifferent first languages; e.g., Frazier, 1987a, b
biguity, as in Gibson, Pearlmutter, Canseccef. Cuetos & Mitchell, 1988; Gibson et al.,
Gonzalez, & Hickok, 1996, where numberl996; MacWhinney et al., 1984) would then
agreement alone disambiguates attachment). predict that even in English, computation of
The potential availability and therefore useagreement would be an important part of com:
fulness of agreement constraints is further limprehension. MacWhinney et al’s results
ited by the fact that English has a rather minimadhowed a contrasting pattern: In whole-sentenc
overt agreement system, both for subject—veljodgments, English-speaking comprehender
agreement and for agreement within NPgended to rely on word-order constraints,
Nearly all nouns are overtly marked for singulawhereas Italian- and German-speaking compre
versus plural number, but gender marking, cormienders tended to rely more on agreement cor
mon in Germanic and Romance languages, fatraints. However, their stimuli pitted con-
example, is identifiable in English only in thestraints against each other with the result tha
pronominal system (e.gshe, itself, hiqn Sim- many of the stimuli were not clearly grammat-

(2) a. The sponge was in the bucket on the counter.
b. The sponge were in the bucket on the counter.
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ical, making it difficult to determine whether However, despite the potential relevance o
their results are applicable to normal comprenformation about how people handle agree:
hension. But even if universality turns out not tanent, such phenomena have only recently be
apply, the parser still might compute agreemergun to be investigated explicitly in psycholin-
in English, both because it will occasionally beguistic research. Bock and colleagues (Bock &
necessary to use it and because it provides &utting, 1992; Bock & Eberhard, 1993; Bock &
additional (even though redundant) source d¥liller, 1991; Bock, Nicol, & Cutting, 1999)
information. examined the computation of agreement during

Questions about the use of agreement cotanguage production in English, and this work
straints are also directly relevant for many linhas been extended to Italian (Vigliocco, Butter-
guistic theories (e.g., Bresnan, 1982; Chomskwyorth, & Semenza, 1995), Spanish (Vigliocco,
1965, 1995; Pollard & Sag, 1994) because thButterworth, & Garrett, 1996a), and Dutch and
mechanisms underlying agreement in such thé&rench (Vigliocco, Hartsuiker, Jarema, & Kolk,
ories, typically some form of feature processingl996b). Participants in all of these studies orally
are also used more generally in the computatiacompleted sentence beginnings [consisting ©
of many other constraints—to determine thesubject NPs, as in (3)] to form full sentences.
permissibility and placement of arguments, foAcross a variety of manipulations, these exper
example. The same is true for many computaments have revealed that producing a comple
tional and psycholinguistic theories: The prition for a beginning like (3b), where the first, or
mary processing mechanism in unification pardiead, nounkey) is singular and the second, or
ing models (e.g., Kay, 1985/1986; Shieberpocal, noun ¢abinet$ is plural, is more likely to
1986; see also Jurafsky, 1996) is feature unifresult in a subject—verb agreement errol
cation, and Stevenson’s (1994) model uses feée.g, . . .were locked in the dejkhan complet-
ture-based computation to control all of itsng a beginning like (3a), where both the heac
structure building. Similarly, recent constraint-and local noun are singular.
based sentence-processing theories (e.g., Mac- _
Donald, Pearlmutter, & Seidenberg, 1994; @ o me key to the cabite. .

. The key to the cabinst . .

Trueswell & Tanenhaus, 1994), though cer-
tainly not explicit about the processing of gram- This pattern is further complicated by the
matical constraints, rely heavily on featural infinding that beginnings with plural head nouns
formation (including nonsyntactic features) tado not create the same effect: Completions o
specify constraints, and one of the stronge¢#a) and (4b) have roughly equal probabilities
claims of these models is that different featuresf containing an agreement error.
are all handled by the same underlying process-
ing mechanisms. In other parsing models, in-
cluding those built around more traditional
symbolic tree-construction mechanisms (e.g., Bock and Eberhard (1993) ruled out a variety
Earley, 1970/1986; Frazier, 1979, 1987a; Gibef morphophonological explanations for this
son, 1991; Jurafsky, 1996), agreement compasymmetry and proposed that the plural form is
tations are typically built into the tree-construcexplicitly marked with a morphosyntactic fea-
tion rules (though they need not be) and sture during on-line processing, whereas the sin
operate using the same mechanisms as the rgstar is the default unmarked form. On this
of the parser. Agreement thus plays a role in afiroposal, the marked plural local noun in (3b)
of these theories, and in many of them, featuresan sometimes inappropriately override the un
processing mechanisms are responsible for sutpecified head noun form, thereby creating er
stantial proportions of the models’ operationstors. In (4b), however, the head noun is muck
Examinations of agreement phenomena cdass likely to be inadvertently overwritten, both
therefore provide information relevant to thebecause it is plural and thus explicitly marked
core mechanisms of such theories. and because the local noun is unmarked an

(4) a. The keys to the cabirset. .
b. The keys to the cabine. .
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thus has no feature to override that of the heatbrmal reading rates (200—250 ms per word)
noun. Thishead-overwritingproposal appears particularly if agreement is computed during
to be generally compatible with the models andhitial parsing.
theories described above. Eberhard (1997) Several event-related potential recording
tested and supported these hypotheses in expstudies have also considered agreement violz
imental studies of agreement production, antions (Coulson, King, & Kutas, 1998; Hagoort,
Vigliocco and Nicol (1997), examining themBrown, & Groothusen, 1993; Kutas & Hillyard,
further, proposed an explicit implementation inl983; Osterhout & Mobley, 1995) and sugges!
terms of a feature-unification mechanism. that the above concerns warrant some attentiol
Agreement phenomena have received less atfith no task involved beyond reading for com-
tention in comprehension, but the effects oprehension, Coulson et al. (1998), Hagoort et al
both head/local NP number mismatch [as in (3)1993), and Osterhout and Mobley (1995) founc
and (4)] and outright ungrammaticality havethat subject—verb agreement failure resulted i
recently begun to be examined. Most of thesmcreased late positivity (peaking at least 50C
studies have demonstrated readers’ sensitivitys after the appearance of the incorrectly
to real and/or seeming violations (Blackwellmarked verb), a pattern also associated witl
Bates, & Fisher, 1996; Jakubowicz & Faussarsome other kinds of syntactic processing diffi-
1995; Kail & Bassano, 1997; Nicol et al., 1997 culty (e.g., Osterhout & Holcomb, 1992; cf.
Sevald & Garnsey, 1995; see also DeutscliKutas & Hillyard, 1983). However, when Os-
1998, for related evidence from Hebrew), but inerhout and Mobley required participants to
each of these cases an additional concurrent tgskige the acceptability of each sentence, the
was involved beyond reading for comprehenalso found differences in two earlier compo-
sion—either grammaticality judgment (Black-nents, P2 and a left anterior negativity peaking
well et al., 1996; Kail & Bassano, 1997; Nicolaround 400 ms.This change in timing might be
et al.,, 1997), lexical decision (Jakubowicz &taken to suggest that, if anything, sensitivity to
Faussart, 1995), or naming (Sevald & Garnsewgreement violations is actually delayed in nor-
1995). This raises two relevant concerns: Firstnal comprehension.
with respect to demonstrating basic sensitivity In the studies reported below, we investigatec
to agreement in comprehension, a subsidiagomprehenders’ sensitivity to agreement viola:
task (particularly grammaticality judgment)tions using self-paced reading and eyetrackin
might artificially increase sensitivity. In fact, methodologies. Participants were not requirec
using eyetracking without any task beyondo perform any additional tasks beyond readinc
reading for comprehension, Branigan, Livfor comprehension and then answering a com
ersedge, and Pickering (1995) found no effectsrehension question and did not receive an
of head/local NP number mismatch with coninstructions or examples focusing on agreemer
structions like (3) and (4) followed by verbphenomena or violations. Thus at a minimum,
phrases. The second concern is that the tintkese methodologies can provide additiona
course of performance for the subsidiary tasksonverging evidence about the processing ©
limits how informative they can be about rela-agreement. In addition, these methods perm
tively rapid effects of agreement. Typical reacrelatively fine-grained tracking of processing
tion times following the appearance of the num- | _ _
Osterhout and Mobley were careful to instruct their

ber-mark_ed . Ve_rb inNicol et al’s (1997) participants to make “acceptability” judgments rather than
grammaticality judgment task (the “maze” taskgrammaticality judgments; but of the 210 stimuli read by
in which participants choose between two posheir participants, 95 (45%) contained number- or gender
sible words to continue a sentence; see aldepture violations involving subject-verb or pronoun-ante-
Freedman & Forster, 1985) were on the order (gfedent pairs, and 10 (5%) contained phrase-structure viol

, tions, while the remainder were both grammatical and
650-750 ms, and Sevald and Garnsey’s me%@nsible, containing neither semantic nor typographica

naming times were typically 500-550 MSgnomaly. Thus the relevant discrimination does appear t
These time ranges are fairly long relative tmave been on the basis of grammaticality.
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difficulty over time (e.g., Just, Carpenter, &sitive to agreement, the relevant processor migt
Woolley, 1982; Rayner, Sereno, Morrisbe organized differently from that in production,
Schmauder, & Clifton, 1989) with at least indi-so that head/local mismatches have little effect (a
vidual-word resolution, and thus they have thé Branigan et al., 1995). For example, the com:
potential to provide strong constraints on th@rehension system might be better able to isolat
timing of readers’ sensitivity to agreement inthe head noun’s agreement features or it migh
normal comprehension. simply ignore them, perhaps only checking agree
A second question is how violations are hanment if some later property of the incoming sen-
dled if and when they are detected. In additiotence (e.g., ambiguity) forced it to backtrack anc
to expected increases in processing time, Expete so. A third alternative is that both systems
iment 2, using eyetracking, permits an examidisplay sensitivity to agreement, but as a result o
nation of other aspects of eye-movement patiifferent underlying mechanisms. We investigate
terns, such as how often movements back this possibility in Experiment 3, pitting the head-
earlier portions of text (regressions) occur, agverwriting explanation of head/local mismatch
well as their starting and ending positions. Weffects from production, described earlier, agains
can specifically examine how often regressionsn explanation based on comprehension sensiti
beginning at the agreement violation end on thiéy to word-to-word transition probabilities instead
subject head noun as opposed to a locally disf feature passing.
tracting noun. A hypothesis according to which One final question examined in the experi-
eye movements are strongly controlled bynents was about the relationship between gran
higher level cognitive processes (e.g., Carpentaratical number and so-called notional numbe
& Just, 1977; Frazier & Rayner, 1982; Just &numerosity in the conceptual representation o
Carpenter, 1980; see Rayner & Pollatsek, 1988, speaker or hearer). This relationship is fa
for discussion) would predict that the head noufrom perfect, which complicates questions
should be refixated often, as it specifies thabout number agreement. For example, the sul
information relevant for checking agreement. ject NPthe picture on the postcards singular
The following experiments also investigated aim grammatical number but ambiguous in its
additional set of questions about the relationshipotional number properties. It is notionally plu-
between language production and comprehensian] if the conceptual referent of the expressior
both by considering agreement violations and bgonsists of tokens of the same picture distrib:
considering head/local NP mismatch construasted across multiple postcards. This is the dis
tions like those given above in (3), where locatributive sense. However, if the conceptual ref-
noun number is varieccgbinet(s). If the increase erent is the picture itself, the expression is
in production errors created by the mismatch inotionally singular. This is the nondistributive
number betweerkey and cabinetsin (3b) (e.g., sense. Notional number clearly influences
Bock & Miller, 1991) is the result of an interfer- agreement in some circumstances (see Pollal
ence effect in handling syntactic representation&, Sag, 1994, for discussion and Gernsbachel
then to the extent that the comprehension art®91, for an empirical demonstration), but there
production systems rely on the same processes @e conflicting findings in the production liter-
make use of identical processes in separate impkgture about the predominance of grammatice
mentations), a head/local NP number mismatdind notional agreement in unstudied speec
[as in (3b)] should result in increased difficulty for(compare Bock & Miller, 1991; Eberhard,
comprehenders relative to the corresponding heat96; and Vigliocco et al., 1996a). Nothing is
local match case (3a). The alternative to this is th&hown about the immediate effects of notional
the two systems are quite distinct: The compreaumber on comprehension. For this reason, w
hension system might not display sensitivity tancluded a notional-number contrast in the stim-
agreement phenomena at all in normal compredus materials to explore whether and how dif-
hension or sensitivity might be noticeably deferences in notional number influence the pro.
layed. Even if the comprehension system is seeessing of agreement during reading.
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EXPERIMENT 1 verb, a nonparticipial adjective, a preposition,

. . . . or the determinera (four of each type). The
This experiment was intended to examin .
G‘pead NP was always singular, and the fou

first, whether comprehenders are sensitive o ; :
o . Ifferent versions of an item were created by
agreement violations during the course of nor-

) : , varying the local NP numbeicébinetvs cabi-
mal reading. The relatively fixed word order of
. . o net§ and the verb numbem@s vs werég, as
English and its minimal agreement system con-, . .
; - . shown in (5). The subject NPs were the short

spire to limit the potential usefulness to a com- e .
epositional phrase (PP) versions of Bock ant

Eﬁﬁgggfnra?;inknngf:gecgg?:t \52?b eégsg;%iller’s (1991, Experiment 1) stimuli; half of
9 P 9 ’ (ﬂhese were distributive and half were nondis-

if readers were sensitive to agreement, the ret—. - . o
O . o . tributive, according to Bock and Miller's clas-
ative timing of this sensitivity could be con3|d—Siﬁcation

ered. The third issue of interest was whether the

. .~ The full-sentence versions of the stimuli are
pattern of interference created by number mis- . . . .
saown in Appendix A. All items were written to

matches in language production also appeargd on a single 80-character display line, and

in comprehension. Finally, to examine the ef- : :
. . each item had an associated yes/no comprehe
fects of notional number, we included amon

. . . 'Yion question. Because we did not wish to drav
the materials subject NPs whose dominant in-_ .. - . : ;
articipants’ attention to agreement issues, th

terpretation was nondistributiv r notionall . .
erpretation was no distribu e, or notiona chomprehensmn questions asked about othe
singular (e.g.the key to the cabinétsand oth-
: . ) .. parts of the sentences.

ers whose dominant interpretation was dlstrll:i9
utive, or notionally plural (e.g.the picture on  (5) a. The key to the cabinet was rusty from many
the postcards All of these subject NPs were years of disuse.
grammatically singular. If notional plurality has b. Tfhe_ key to the cabinets was rusty from many
an immediate and sizable impact on the ongoing Y82's of disuse. .

. c. The key to the cabinet were rusty from many
computation O.f agreement, we sho.uld 'S€€ years of disuse.
greater disruptions from agreement violations d. The key to the cabinets were rusty from many
after notionally (and grammatically) singular years of disuse.

subject NPs than after notionally plural (but Plausibility norming.To insure that any ef-

grammatically singular) subjects. fects of local noun number were due to differ-
ences in number marking rather than more ger
Method eral plausibility differences, a separate group o
Participants. Eighty-two University of llli- 68 University of lllinois undergraduates rated
nois undergraduates participated for class crediie subject NPs for plausibility as sentence
or $5. All (in this experiment and the following initial fragments likeThe key to the cabinet . .
two) were native English speakers. Two particThe 16 items were combined with 32 fillers with
ipants were excluded from all analyses due tsimilar syntactic structures as well as the othe
poor comprehension question performance (led¢$ Bock and Miller (1991, Experiment 1) sub-
than 90% correct across all items in the expeject NPs, which contained a relative clause
iment). rather than a PP modifying the head NP. Rat
Materials. Sixteen stimulus sets like thatings were conducted for four versions of eact
shown in (5) were constructed. Each consistetem, created by crossing head noun numbe
of a head NP [e.gthe keyin (5)] followed by a (singular vs plural) with local noun number
preposition {0) and a local NPthe cabinet(§) (singular vs plural). (The plural-head versions
which was the object of the preposition. Folwere not relevant for Experiments 1 and 2, bu
lowing the subject of the sentence was a pastvere included in Experiment 3.) Participants
tense copulavjasor were and then a four- to rated exactly one version of each item using ¢
nine-word completion. The word immediatelyscale of 1 (plausible) to 5 (implausible). Partic-
following the copula was either a past-participlepants were explicitly instructed to “judge plau-
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TABLE 1 verb vs reduced relative clause). The remainde
Subject NP Plausibility Ratings of the items incorporated a_variety of structures
and were always grammatical sentences. Tht
Mean each subject saw 8 ungrammatical sentences o

Head noun number Local noun number  (SD) of 110 items total (7_3%).

Apparatus. An IBM-compatible computer

Singular Singular 1.11(.23) . . .
Plural 116(29) funning the MicroExperimental Labqratory
Plural Singular 1.13(22) (MEL) software package controlled stimulus
Plural 1.10(.19) presentation and response collection.

Procedure.Participants read 10 initial prac-
Note.Rating scale was 1 (plausible) to 5 (implausible). tice items followed by one of the 110-item lists.
Neither the instructions for the experiment nor
sibility” and were given a clearly plausible andthe practice items contained any reference to ¢
clearly implausible example. example of agreement violations or other un-
The mean plausibility ratings for all four ver-grammaticality. The stimuli were presented in a
sions are shown in Table 1, and the ratings falmndom order using a honcumulative word-by-
each version of each item are shown in Apperword self-paced moving window paradigm
dix A. An error in construction of the rating (Just et al., 1982). At the beginning of a trial, an
forms resulted in one itenrhe name(s) on the item was displayed on the screen with all non-
billboard(s). . .] being rated in a slightly differ- space characters replaced by dashes. When t
ent form than that in which it was presented irparticipant pressed the space bar, the first wor
the reading time experimersign(s)was used in of the item was displayed, replacing the corre-
place of billboard(s) for rating. None of the sponding dashes. When the participant presse
results reported below differed when the ratingthe space bar a second time, the first wort
of this item were excluded. reverted to dashes, and the second word wze
Plausibility ratings did not differ significantly displayed in place of the appropriate dashes
between either the two singular-head versioriSach subsequent press of the space bar reveal
[ty(67) = —1.16,p > .20;1,(15) = —1.25,p > the next word and removed the previous word
.20] or the two plural head version(67) = Pressing the space bar on the last word of th
.97,p > .30;1,(15) = .75,p > .45]. However, item caused the item to be replaced by its
as an additional check on possible plausibilityfes/No comprehension question, which the par
effects, correlations between reading times artttipant answered by pressing one of two key:
plausibility ratings are considered below. above the space bar on the keyboard. The con
Design.We refer to conditions as combina-puter recorded the time between each buttor
tions of the factors grammaticality and headpress as well as the comprehension questio
local NP number match (NP-match), so the fouresponse and presented feedback about the p:
conditions in the experiment were NP-matcliicipant’s answer to the question. Most partici-
grammatical [as in (5a)], NP-mismatch grampants completed the experiment in approxi:
matical (5b), NP-match ungrammatical (5c)mately 35 min.
and NP-mismatch ungrammatical (5d). The 16
experimental stimuli were placed into four listsR€Sults
such that each list contained exactly one version Comprehension performance was 96% cor
of each item, and each list contained four itemeect for the NP-match ungrammatical condition
in a given condition. Each list also contained 94nd 95% correct for the other three conditions
other (filler) items, 74 of which were part ofthese values did not differ (gtis > .20). Trials
unrelated experiments reported elsewhere, ien which the participant answered the compre
volving ambiguous and unambiguous versiongension question incorrectly were excludec
of one of two different temporary ambiguitiesfrom reading time analyses.
(direct object vs sentential complement, or main To adjust for differences in word length
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50

254

25

Match Gram (key...cabinet was)
Mismatch Gram (key...cabinets was)
Match Ungr (Key...cabinet were)
Mismatch Ungr (key..cabinets were)

Residual Reading Time (ms)

| e

4 5 6 7 8 9 10
...the cabinet(s) was/were rusty from many years

Position

FIG. 1. Experiment 1 grand mean residual reading time by position. Error bars show 95% confidence intervals
for differences between cell means, computed from the analyses by participants.

across conditions as well as overall differenceducted separately for participants,] and items

in participants’ reading rates, a regression equé,; Clark, 1973) at each word position. Where
tion predicting reading time from word lengthinteractions are present, we describe the pattel
was constructed for each participant, using atif reliable differences among cell means base
filer and experimental items (Ferreira &on the pooledMS, from the corresponding
Clifton, 1986; see Trueswell, Tanenhaus, &ANOVA (Winer, 1971). Figure 1 shows the
Garnsey, 1994, for discussion). At each wordelevant 95% confidence interval for the size of
position, the reading time predicted by the parthe difference between cell means, compute
ticipant’s regression equation was subtracteaver participants (Loftus & Masson, 1994) at
from the actual measured reading time to obtai@ach word. Appendix C lists the cell means anc
a residual reading time. Thus each participant'sonfidence intervals computed over participant
mean reading time per word across the entir@nd over items for each reported analysis. In th
experiment was transformed to 0 ms residuaéxt below and in subsequent experiments, ef
reading time, and negative residual times indifects reported as reliable were significant at o
cate faster-than-average times. Residual readibgyond the .05 level unless otherwise noted.
times beyond SDfrom the corresponding con- Verb (position 6) At the verb (alwaysvasor
dition X position cell mean were excluded, afwere), NP-match conditions were faster than
fecting less than 0.6% of the data, and all anaNP-mismatch conditionsFH,(1,79) = 15.85;
yses were conducted on the resulting data sét;(1,15)= 30.09], but neither the main effect of
Appendix B reports the raw reading timeggrammaticality nor the interaction approachec
trimmed at 5SD. significance Fs < 2, ps > .20).

Figure 1 shows grand mean residual reading Word following the verb (position 7)An
times by condition at each word from the deeffect of grammaticality did not appear until the
terminer preceding the local noun (position 4yvord following the verb (e.g.rusty), where
through the 10th word of the sentence. Wgrammatical conditions were faster than un-
report results for the verbaas/were position grammatical onesHs > 24). The effect of
6), the following word (e.g.rusty, position 7), NP-match was no longer reliable on this word
and the local noun [e.gcabinet(s) position 5]. (Fs < 1), but an interaction was present
The data were analyzed in 2 (grammaticality) [Fi(1,79) = 15.71;F,(1,15) = 24.77] because
2 (head/local NP number match) ANOVAs conthe NP-match effect in the ungrammatical con-
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ditions was the reverse of that in the grammatt194,p < .10], but distributivity did not interact
ical conditions: As Fig. 1 shows, the NP-matclwith any other factors (alFs < 1).

grammatical condition was easier than the oth%
three, but the NP-match ungrammatical condi-
tion was the most difficult. Thus across the verb The clearest result from Experiment 1 was
and the following word, comprehenders dighat readers were sensitive to both ungrammat
show sensitivity to both agreement violation&2lity and a locally distracting number-marked
and distracting local nouns, but the sensitivity t§oun- Sensitivity to head/local NP number

agreement violations appeared later than that fBa{ch appeared immediately on the verb, an
head/local mismatches sensitivity to grammaticality, as controlled by

Local noun (position 5)At the local noun, the gllJr?be[rrr?arkmgdon tg_z virb,datppeared on

grammatical conditions were read more slowly\'Or ater. Thus readers did attend to agreemer

. . 1Information during comprehension, and pro-

than ungrammatical onesr{(1,79) = 5.32; cessing was disrupted when agreement cor

Fo(1,15) = 4'86]' bgt neither an NP-matgh ef'straints were violated in cases of ungrammati
fect nor an interaction was present at this pos

. h il i Eality or appeared to be violated as in the NP
tion (Fs < 1). Because the stimuli were still jyisoa1ch grammatical condition. Furthermore:
identical at this point with respect to grammatiyhase effects occurred despite the fact tha

cality and because this effect did not replicate i%greement constraints were logically redundar
Experiment 2, it is likely to be spurious, and Werg the purposes of computing syntax and inter
do not discuss it further. preting the stimuli and despite the fact that nc
Correlations with plausibility.Although the grammaticality judgment or other metalinguis-
two different versions of the subject NPs (sintic task was required. These results suggest th
gular head-singular local and singular headeomputation of agreement is a necessary part
plural local) did not differ significantly in plau- language comprehension, even in a languag
sibility, the singular head—singular local nourike English, where it is often not particularly
versions were rated as slightly more plausiblejseful. This provides some support for the lin-
which might have made them easier to readuistic, computational, and psycholinguistic
However, correlations Computed across itemﬁjeories described earlier, which make exten
at the verb and at the following word, in each ofive use of agreement and other feature-base
the four conditions, revealed no reliable relacomputation.
tionships (allps > .35). Beyond the general finding of sensitivity to
Distributivity effects.To determine whether POth agreement violations and head/local NF
distributive and nondistributive items differedMiSmatches, Experiment 1 also revealed a sp
in the degree to which they displayed difficultyc'f'c interaction bereen the two fachrs, visible
for NP-match versus NP-mismatch conditions™ the word foIIov_vmg the _v_erb (position 7). In
analyses of residual reading times at the ve e two grammatical conditions, the pattern du.

. ._plicated that at the verb itself (position 6): A

and the next word were conducted including . .
distributivity as a factor. Because of the smal ismatch in number between the head noun an
b fYt 2 i ' h cell of this desi he local noun created processing difficulty,
number of items (2) in each cell ot this design,, icp parallels the increases in verb number
five participants were missing all data in at leash 5 ing errors found in production studies. For

one cell and were excluded. At both the verlye 1o ungrammatical conditions, however, ar
and the following word, distributive items \p mismatch eased processing, so that the NF
tended to be read more quickly than nondis-

tributive items [verb:F,(1,74) = 7.28,MS, = ? Note that the lack of reliable interactions is unlikely to

6445,p < .01; Fz(l 14) = 2.45 /MS, = 2246 be the result of (just) a lack of power, at least for the

. . . _ participants’ analysis: This design’s power to detect a mair
p < .15; following word: Fy(1,74) = 3.60, et (as at the verb) is the same as its power to detec

MS, = 7818,p < .10;F,(1,14)= 3.71,MS, =  two-factor interactions, assuming comparable effect sizes.

iscussion
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mismatch ungrammatical condition was easidviethod
than the NP-match ungrammatical condition. Participants. Seventy-eight University of II-

T_h's pattern across the four conditions is oy iq stydents participated for $5. All had nor-
sistent with the idea that the effect of a headj,, - ncorrected vision. Fourteen participant:

local NP-mismatch is to increase the probabilityévere excluded from all analyses because of
of an error in computing the number of the

biect NP ting . tch-ind éombination of excessive trackloss and a higf
subjec ; Fesuiting in more miSmatch-induced, ., e on comprehension questions, leavin
seeming errors in the grammatical condition

but fewer mismatch-induced seeming error 84 participants, all of whom had at least one
utrew IS -induced seeming S sable trial in each condition.

the ungrammatical conditions. We return to this Materials and designThe materials and de-

point in Experiment 3. a%ign were identical to those in Experiment 1.

Experiment 1 also tested the possibility th Aoparatus and procedureEve movements
effects of agreement might be attributable to P P y

. . . were monitored with a Fifth Generation SRI
semantic factors. However, differences in pla

sibility between the NP-match and NP-misLbual Purkinje Eyetracker interfaced with an

match conditions were minimal, and they didBM—compatlbIe PC. Stimuli were displayed on

not predict differences in reading time. pis-2 Conrac 1000 color monitor such that four

tributivity did have some effect at the verb and haracter; subtlendte) dtl (I)f \t/rllsuql irt]gle' View
the following word, with those items allowing a'Ng was binocular but only the right eye was

distributive interpretation (e.gThe slogan on ”_‘9”'“”9"’ and vertical and ho_rlzontal eye po-
the posters..) tending to be read more Sition was sampled every millisecond. A bite

quickly. However, distributivity never inter- be_“ was prepared for each participant to mini
acted with either head/local NP number matcH'iz€ head movements, and the room wa
or with grammaticality. Thus there was no evSightly dimmed to provide a comfortable view-
idence that these particular semantic factof89 €nvironment. The eyetracker was initially
could account for the observed agreement ef@librated by having participants fixate three
fects. Similar analyses in Experiment 2 als®ositions distributed across the middle line of
revealed the same patterns, so we return to tHfs® Screen until stable position values were ob

issue only in the General Discussion. tained. The calibration procedure took approx:
imately 5 min.
EXPERIMENT 2 Each trial began with a trial number at the left

This experiment was intended to replicat§ide of the screen, and participants were in
Experiment 1 using a different methodologystructed to fixate the number before pressing .
eyetracking. From the standpoint of the tighPutton to indicate that they were ready to read :
timing made possible by eyetracking, one paSentence. The sentence was then presented in
ticularly interesting finding from Experiment 1€ntirety across the middle line of the screen
is the one-word delay in effects of grammatialong with a fixation box at the right edge of the
cality. This pattern might be ascribed to propscreen. Participants read at their own pace ar
erties of the self-paced reading methodology overe instructed to fixate the box before pressin
might instead reflect the underlying timing ofa button to indicate when they had finished
such effects. Reading times in eyetracking a@ading the sentence. This was intended to mir
generally shorter than in self-paced movingimize recording of eye movements made tc
window paradigms and presumably morgosition the eyes at the left margin following
closely reflect reading in nonlaboratory settingszompletion of the sentence. As in Experiment 1
This should allow us to measure the timing ofach item was followed by its Yes/No compre-
effects more tightly and also to examine thdiension question with feedback; participants
responses to real or seeming violations in mongsed two handheld buttons to answer.
detail by considering regressive eye move- Participants read 10 practice items followec
ments. by one of the 110-item lists; a single pseudo-
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random order was used for all participants. Par- Analyses were conducted on several relate
ticipants took a scheduled break following theeading time and regressive saccade measur
practice items and every 30 items thereafte(see Rayner et al., 1989, for discussion). We
and they were free to take other breaks a®port results for first-pass reading time, whick
needed. The eyetracker was recalibrated after the sum of the time spent fixating a region
each break. Most participants completed thifom the first occasion when it is fixated until
experiment in approximately 40 min. some other region is fixated, and for total read
ing time, which is the total time spent fixating a
region during a trial. First-pass time isfar-
As in Experiment 1, trials on which the par-ward-sweepmeasure: It does not include fixa-
ticipant answered the comprehension questiafbns which occur after some later (farther right)
incorrectly were excluded. Comprehension peposition has been fixated, whereas total time
formance was 90% correct in the NP-matcinclude all fixations in a region during a trial.
grammatical condition, 91% in the NP-match For each of these measures separately, w
ungrammatical condition, and 93% in the twazomputed trimmed residual reading times as it
NP-mismatch conditions. These values did n@xperiment 1. Less than 0.4% of the data wer:
differ (ps > .10). Trials involving trackloss in a excluded by trimming, and all reading-time
region of interest were also excluded, resultingnalyses were conducted on the trimmed resic
in the loss of 11% of NP-match grammaticalial imes. Appendix B reports raw first-pass anc
trials, 15% of NP-mismatch grammatical trialstotal reading times by position trimmed a®.
16% of NP-match ungrammatical trials, and |n addition to processing-time measures, we
13% of NP-mismatch ungrammatical tridls. also analyzed the probability of a regressive
These values did not differ significantly, al-saccade following fixations in the verb region.
though the interaction of grammaticality anCRegressive saccade measures are genera
NP-match was marginal by participants onlytoarser than reading-time measures, but the
[Fi(1,63) = 2.98, MS, = 275, p < .10; have been shown to index processing difficulty
Fo(1,15) = 2.56,MS, = 79, p > .10; other particularly for fairly severe disruptions (e.g.,
effects: allps > .25]. Altmann, Garnham, & Dennis, 1992; Frazier &
The data were analyzed in 2 (grammaticalRayner, 1982). They thus may provide some
ity) X 2 (head/local NP number match) ANO-indication of participants’ difficulty with real or
VAs conducted separately for participans) seeming agreement violations. We also exarr
and items k). The ANOVAs and cell-mean- ined the endpoints of regressions originating ir
difference confidence intervals are reported age verb region, which are possible indicators o
in Experiment 1 (see Appendix C). We focus ofwhere participants expected to find resolution:
analyses of the verb (position 6) and the followfor problems which triggered regressions (Car-
ing word (position 7). However, individual penter & Just, 1977; Frazier & Rayner, 1982;
words (especially short high-frequency onegust & Carpenter, 1980).
such aswas and werg are not always fixated
during normal reading, and thus for many anafirst-Pass Reading Times
yses, we excluded additional participants who Figure 2 shows first-pass residual reading
had no data for a particular condition. For sevtimes for the words around the verb. To exam-
eral measures, we therefore also conductggde how rapidly sensitivity to ungrammaticality
analyses of theerb region,which consisted of and head/local NP number mismatches ap
the verb and the following word combined. Thepeared, we examined first-pass times at the ver
number of participants excluded from analysegosition, the word following the verb, and these
is noted where relevant. two words combined (the verb region). For the
® Tracklosses were identified using a combination of thé(erb region, we also performed a regression

eyetracker's trackloss signal and a trial-filtering algorithnEontingent first-pass time analysis (Altmann e
(available from the authors). al.,, 1992; see also Altmann, 1994; Rayner &

Results
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75
—O— Match Gram (key...cabinet was)
—{}— Mismatch Gram (key...cabinets was)
50+ —&— Match Ungr (key...cabinet were)
—ll— Mismatch Ungr (key...cabinets were)
254
0_

N

-75 T T T T T
4 5 6 7 8 9 10

...the cabinet(s) was/were rusty from many years

Residual Reading Time (ms)

Position

FIG. 2. Experiment 2 grand mean first-pass residual reading time by position. Error bars show 95% confidence
intervals for differences between cell means, computed from the analyses by participants.

Sereno, 1994) because of the possibility thdtut the cell means computed by participants dic
some readers were responding to apparent vinet differ.
lations by regressing back to an earlier region Verb region. Because neither the reading
while others were spending additional time itime patterns at the verb nor at the following
the verb region. Condition means for the verlword displayed particularly clear sensitivity to
region and regression-contingent analyses aagreement, we considered the pattern across tl
reported in the text; confidence intervals arewo words combined. The first-pass time patterr
detailed in Appendix C, as for Experiment 1. in this region was very similar to that at the
Verb (position 6) At the verb, as can be seenword following the verb: The NP-match gram-
in Fig. 2, first-pass times in all conditions werematical condition 1 = —6 ms) appeared rela-
quite similar. Although there was a very smaltively fast compared to the other three (12, 36
numerical advantage for the NP-match gramand 21 ms for the NP-mismatch grammatical
matical condition (1-9 ms, depending on th&lP-match ungrammatical, and NP-mismatct
comparison), there was no hint of a reliableingrammatical conditions, respectively). How-
main effect or interaction (alfs < 2, ps> .25; ever, the NP-match effect and interaction were
17 participants excluded). not reliable (allFs < 3, ps > .10), and the main
Word following the verb (position 7At the effect of grammaticality was only marginal,
word following the verb, neither main effectwith ungrammatical conditions slower than
was reliable (13 participants excluded; B < grammatical onesH;(1,63) = 3.46,p < .10;
3, ps > .10), and their interaction was marginalF,(1,15) = 3.97,p < .10].
by items only F,(1,50) = 2.53, p = .11; The lack of reliability in these analyses, de-
F,(1,15)= 3.95,p < .10]. The NP-match gram- spite the numerical similarity of the pattern to
matical condition was reliably faster than thehat in Experiment 1, suggested that there migh
other three conditions for the analysis by itemse some important uncaptured variation in par
ticipants’ responses to real or seeming viola
* An additional analysis in vyhich the last four charactergjons. One possibility, identified in ambiguity
of the local noun were combined with the verb to form a . .
region (Ehrlich & Rayner, 1983; Garrod, Freudenthal, &reSO|Utlon studies by Rayner and Sereno (199

Boyle, 1994) also yielded no interaction (two participantnd Altmann (1994), is that read_ers may re-
excluded;Fs < 1) or reliable effectsRs < 3, ps > .15).  spond to difficulty in a region in either of two
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200

—O— Match Gram (cabinet was)
—{— Mismatch Gram (cabinets was)
150-| —@— Match Ungr (cabinet were)
—l— Mismatch Ungr (cabinets were)

100+

UL N

-100 T T T T T T T

Residual Reading Time (ms)

1 2 3 4 5 6 7 8 9 10
The  key to the cabinet(s) was/ rusty from many years
were
Position

FIG. 3. Experiment 2 grand mean total reading time by position. Error bars show 95% confidence intervals
for differences between cell means, computed from the analyses by participants.

ways: by spending more time in it, or by leavingothers (32, 51, and 27 ms for the NP-mismatct
it with a regressive saccade. In order to separaggammatical, NP-match ungrammatical, anc
effects of regressions from first-pass times, wBP-mismatch ungrammatical conditions, re-
examined first-pass times separately dependisgectively).
on whether the first pass in the verb region was Overall then, across first-pass times consid
ended by a regression or not (Altmann et algred for the verb, the following word, and the
1992). Collapsing over grammaticality and NPtwo words combined, approximately the same
match, first passes in the verb region were sulpattern appeared. However, effects at the ver
stantially shorter when they were ended by were extremely small and did not approach sig
regressionl = —50 ms) than when they werenificance. The pattern was stronger at the wor
ended by a forward saccad®[= 32 ms; following the verb, but for that word alone as
Fi(1,41) = 14.41;F,(1,15) = 11.98; only the well, effects were statistically unreliable. For
42 participants with both regression-ended antthe two words combined, the pattern was clear
nonregression-ended first-pass data were iast and most stable, and once regression-end
cluded]. This matched the findings of Altmanrpasses were removed, the advantage for tf
(1994, p. 288) and Rayner and Sereno and ilNP-match grammatical condition over the othel
dicated that some participants were regressirigree was reliable. There was thus good evi
rather than spending time in the verb region. dence for effects of agreement processes withi
We did not analyze the regression-endethe span of a single word after the verb, as ir
passes separately by condition because th&xperiment 1.
comprised only about 14% of the overall first-
pass data. However, the nonregression-endga
first-pass data were analyzed further. The result- The first-pass time analyses showed how rag
ing pattern was numerically similar to, but staidly readers displayed sensitivity to real or
tistically stronger than, that for the full first-passseeming violations. We next examined total
data set: A reliable interaction was presenteading times in order to provide additional
[eight participants excludeds,(1,55) = 5.31; comparisons with the results of Experiment 1
F,(1,15) = 8.86] as was a main effect of gram-and in order to track readers’ responses to vio
maticality (Fs > 4). The NP-match grammaticallations in more detail. Figure 3 presents tota
condition M = —10 ms) was faster than thereading time by word position. We first discuss

tal Reading Times
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] D Match Gram
: :=| Mismatch Gram
1 . Match Ungr

204 . Mismatch Ungr

% Regressive Saccades

All Passes

FIG. 4. Experiment 2 grand mean regressive saccade probability from the verb region following first passes
(left panel) and all passes (right panel). Error bars show 95% confidence intervals for differences between cell
means, computed from the analyses by participants.

First Passes

reading time results at the verb and the follow- As Fig. 3 indicates, the pattern of total read-
ing word and then briefly summarize the effecting times was similar across the five words
across the words preceding the verb. preceding the verb, with grammatical condi-
Verb (position 6).As indicated in Fig. 3, a tions reliably faster than ungrammatical ones a
reliable interaction was present at the verboth the head noun (position 2) and local nour
[eight participants excludedk,;(1,55) = 21.43; (position 5), as well as at the local noun’s de-
F,(1,15)= 24.62], and total reading times wereterminer (position 4). There were no effects of
longest in the NP-match ungrammatical condiNP-match, but reliable interactions appeared ¢
tion. The NP-match grammatical condition wadvoth the head noun’s determiner (position 1
also reliably faster than the NP-mismatch unand the local noun (position 5). At the head
grammatical condition. Main effects of gram-noun’s determiner, this was because the NP
maticality Fs > 19) and NP-matchHs > 4) match ungrammatical condition was relatively
were also present. slow. At the local noun, the pattern of differ-
Word following the verb (position 7)The ences matched that at the word following the
pattern at the word following the verb was veryerb.
similar to that at the verb, with the NP-match ) -
ungrammatical condition more difficult than the X€9ressive Saccade Probability
other three. In addition, the NP-match grammat- Because of the possibility that processing dif-
ical condition was reliably less difficult than theficulty might be reflected in an increase in re-
other conditions. An interaction was agairgressive saccades (e.g., Altmann, 1994; Alt
present [10 participants excludeB;(1,53) = mann et al., 1992; Frazier & Rayner, 1982;
13.44,F,(1,15) = 7.05] as was a main effect of Rayner & Sereno, 1994), we analyzed the prob
grammaticality Fs > 8). ability of a regressive saccade following first
Words preceding the verln addition to the passes and following all passes on the ver
verb and the following word, we also examinedegion (Fig. 4). In addition, we examined the
the positions leading up to the verb, because om@dpoints of regressions from the verb regior
possible response to a perceived agreement vi-
olation would be to reread earlier parts of the ®We also examined regression probabilities for the verkt
sentence. In first-pass times, there were no r@l_one and on the region formed by combining the last four

liabl . ffect int ti d characters of the local noun with the verb. While the pat-
lable main eflects or Interaclions on wor %erns of regressions using these regions were generally ve

preceding the verb, so effects in total times cafmilar to those reported in the text, differences betweer
be attributed to rereading. conditions usually did not approach significance.
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The key to the cabinet(s) The key to the cabinet(s)
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FIG. 5. Experiment 2 endpoint distribution of regressive saccades from the verb region. The left panel shows
regression percentage by condition and endpoint position. Each bar segment shows the number of regressior
to that position in that condition out of the total number of saccades leaving the verb region for that condition.
The right panel shows the regression probability averaged across the four conditions at each position (bars) a:
well as the probability of a regression backward from 1-5 words (positions 5-1, respectively) in the filler stimuli
(line).

(Fig. 5) as an additional indicator of readersgression probability than the NP-mismatch un-
responses to real or seeming violations. grammatical condition.

First-pass regressiong.he left panel of Fig.  Regression endpointShe left panel of Fig. 5
4 presents the percentage of first passes in thbows the percentage of regressions back t
verb region that ended with saccades to a preach of the first five words out of all passes
ceding region, out of all first passes in the verlthrough the verb region. It is a breakdown by
region. Regressive saccades were reliably moeading position of the pattern across condition:
likely in the NP-match ungrammatical condi-summarized in the right panel of Fig. 4: The
tion than in the other three, resulting in arpercentage associated with a particular combi
interaction F,(1,63)= 8.93;F,(1,15)= 17.02] nation of position and condition is the number
and reliable main effects (grammaticalifys > of regressions in the condition ending at tha
12; NP-match¥s > 5). position out of the total number of saccades

Total regressionsThe right panel of Fig. 4 leaving the verb region in that condition. Be-
shows the percentage of regressive saccades oatise of the limited data available at each po
of all saccades leaving the verb region, comnsition for each condition separately, we focusec
puted separately for each condition. The pattermn the pattern with all four conditions pooled
was similar to that for first-pass regressions antwgether (the total height of each bar in the left
for total reading times in the region: An inter-panel of Fig. 5). This pattern makes quite cleal
action was present F[(1,63) = 11.85; that readers’ targeting of regressions was nc
F,(1,15) = 8.72], along with a main effect of strongly controlled by syntactic processes: A
grammaticality Fs > 21). The effect of NP- larger percentage of the movements from th
match was reliable only by participants. Thisserb region ended on the local noun than on th
pattern was primarily the result of the relativelyfour earlier words combined, and in particular,
high probability of a regression in the NP-matcHar more regressions ended on the local nou
ungrammatical condition, but the NP-matchhan on the head noun. If the needs of syntacti
grammatical condition also yielded a lower rereanalysis controlled regression targeting, the
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the head noun, which contained the relevant 04
number information for agreement, should havé’
been targeted more often. Instead, the probabig
ity of ending a regression on a given position2
appeared to be primarily a rapidly decreasing;
function of distance, although the head noung
regression probability was slightly higher thang
might be expected on such an account, suggesi-
ing that the needs of reanalysis may have playeﬂ
a small role in directing regressions.

w
To provide a comparison pattern, we com-
puted the probability of a regression back one to The key to the  cabinet(s)
five words out of all movements leaving any of Position

positions 6 through 11 in the 20 filler items that 5 & Experiment 2 probability of a second pass on
were not part of any other experiment. ThesSgords preceding the verb (positions 1 through 5).
values are plotted as the line in the right panel of
Fig. 5, which also shows (as bars) the regression
percentage averaged across the four experimen-
tal conditions. The pattern from the experimenhead noun. Together with the endpoint date
tal stimuli appears to be quite similar to thagbove, these results indicate that regression ta
from the fillers, indicating that the processegeting was not tightly controlled by the needs of
controlling regression targeting were largely insyntactic processing, at least soon after the de
dependent of specifically syntactic (re-)analysitection of a violation, but that readers did even-
processes. Furthermore, even using the fillénally target the appropriate locations for reanal
probabilities as a baseline and subtracting eagfsis.
from the corresponding probability for the ex-
perimental items in the right panel of Fig. 5 (i.e.,
performing an approximate correction for dis- Experiment 2 revealed a variety of notable
tance), the local noun still received a slightlyresults. First, it replicated the pattern from Ex-
higher percentage of regressions than the hepdriment 1 in that both ungrammaticality and
noun. Thus, even though the total reading timdsead/local NP number mismatches had an effe
and total regression percentages in Figs. 3 and reading times, with ungrammaticality creat-
indicated that the decision about when to triggeng additional difficulty, and a head/local mis-
a regression was influenced by syntactic pranatch creating difficulty in grammatical condi-
cesses, the decision about where to target thiens but easing difficulty in ungrammatical
regression appeared not to be. conditions. This again supported the idea tha
On the other hand, readers did eventuallthe presence of a head/local NP mismatch in
reexamine the head noun, as suggested byceeased the probability of an error in computing
comparison of its total time to that on the locathe subject NP’s number from the head noun’
noun (see Fig. 3). This can also be seen cleamhumber-marking, as has been claimed in pro
in Fig. 6, which shows the probability of aduction.
second pass on each of positions 1 through 5In addition, this experiment revealed more
(i.e., the probability of fixating a position afterabout the time course of sensitivity to real anc
moving beyond it during the forward sweepseeming violations. The first-pass time measur
through the sentence). In contrast to the righexcluding regression-ended cases showed th
panel of Fig. 5, the two nouns each receivedarly in processing, the NP-match grammatica
relatively many passes compared to the prepoendition was relatively fast, and the other three
sition and determiners. Nevertheless, the locabnditions all created about the same amount c
noun still received slightly more passes than theisruption. Over time, however, as indicated in

Discussion
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the total reading times, the difference betweeviolations could certainly influence the probability of
the two grammatical conditions tended to dea regression, the targets of those regressions were |
crease, while the relative difficulty of the un-controlled by knowledge of where potentially useful
grammatical conditions, and particularly theanformation might be found (cf. Carpenter & Just,
NP-match ungrammatical condition, increased.977): Regressions from the verb region were
Thus overall, NP-mismatch tended to be lessostly directed back to the local noun just preceding
disruptive than ungrammaticality, and an unthe region and not to the head noun of the subje
grammaticality with unmistakable number-NP, which carried the relevant number marking. The
marking created the most severe problems. choice of regression target appeared to be indepe
This experiment also confirmed the Experimerdent of the needs of syntactic processing, instee
1 finding that effects primarily appeared at thdollowing a rapidly and monotonically decreasing
word following the verb, but not at the verb itself,function of distance much like that seen across
indicating that properties of the self-paced readingample of fillers which did not contain any viola-
task from Experiment 1 were not artificially cre-tions. Readers did eventually make their way back t
ating a delay. Thus agreement computations dbe head noun, however, as indicated by the simile
not seem to have reliably influenced eye movanean number of passes and total time on the he:
ments during the first fixation, which includedand local nouns.
information about the verb. However, the reliable
effects in first-pass time excluding regression- EXPERIMENT 3
ended passes for the verb region indicated that The combination of Experiments 1 and 2 pro-
agreement computations had influenced ewaded strong evidence about readers’ responses
movements before the eyes moved beyond tlagreement violations and to seeming violation:
verb region. Given that other syntactic effectgreated by a head/local NP number mismatct
(e.g., garden-path effects, as in Frazier & Raynerhis latter result parallels the most basic resul
1982, and Garnsey, Pearlmutter, Myers, &rom the language production literature (e.g.,
Lotocky, 1997; and syntactic complexity effectsBock & Miller, 1991), but Experiments 1 and 2
as in Holmes & O’Regan, 1981) appear reliablypnly examined half of the pattern: the comparisor
within one word following their earliest possiblebetween NP-match and NP-mismatch condition:
locations, these results are clearly compatible witlvhen the head NP was singular. When the hea
the requirements of theories which rely on featureNP was instead plural, the proportion of produc-
based computation for all of their syntactic protion errors did not increase in response to a hea
cessing (e.g., feature-unification parsers) as wdtical NP-mismatch. Experiment 3 examined the
as with theories which rely less on feature-basegffect of NP mismatches for both singular and
processing. plural head NPs, replicating the grammatical con
Beyond evidence about time course, Experimenitions of the first two experiments and allowing a
2 also showed that the response to seeming ungracomparison of the complete pattern with produc
maticality could be either an increased probability dion results. Because the different methodologie
a regression or an increase in time spent reading the Experiments 1 and 2 yielded essentially the
seemingly ungrammatical region (replicating Altsame pattern in the primary region of interest
mann et al.’s, 1992, results in regions other than thexperiment 3 used the simpler one, self-pace
disambiguation of their referential context conditionfeading. In addition, Experiment 3 did not contain
see Altmann, 1994, p. 288, and Rayner & Serenany ungrammatical items, so a replication of the
1994, for discussion). The fact that the first-pass timfgP-mismatch effect found in the first two exper-
effects were stronger after the exclusion of regregnents would rule out the idea that it depended ol
sion-ended trials suggested that these alternative participants being sensitive to agreement viola
sponses tended to be in complementary distribtions.
tion—readers either slowed down or regressed, butThe use of plural head conditions in Experi-
not both. Furthermore, the overall regression measent 3 also allows us to examine two possible
sures indicated that while real or seeming agreemestplanations for NP-mismatch effects. One possi
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TABLE 2

NP-Mismatch Effect Predictions of Head-Overwriting and Word-to-Word Transition Probability

Grammat- Head Local Verb  Head-overwriting Transition
Exp. Text icality Match  number number number & markedness probability
1-3 key to the cabinet was Gram. Match S S S Easy Easy
1-3 key to the cabinets was  Gram. Mismatch S P S Hard Hard
1,2 key to the cabinet were  Ungr. Match S S P Hard Hard
1,2 key to the cabinets were Ungr. Mismatch S P P Easy Easy
3 keys to the cabinets were Gram. Match P P P Easy Easy
3 keys to the cabinet were  Gram. Mismatch P S P Easy Hard

Note. Easy and Hard refer to difficulty within each Match/Mismatch pair. Abbreviations: Expxperiment; S=
singular; P= plural.

bility, mentioned earlier, is that the effect of amismatch effects is that they are the result of
head/local NP mismatch is to increase the probasismatch in number between the local noun an
bility of an error in computing the number of thethe verb, as opposed to the local noun and th
subject NP. On such a head-overwriting approachead noun. Because of English word order con
the number specification of the local noun castraints, head nouns often immediately preced
occasionally incorrectly replace the head nountheir verbs, and thus the parser will quite ofter
number-marking as the number-marking for thencounter singular noun—singular verb and plu
whole subject NP. In the NP-match conditions ofal noun—plural verb sequences (e.gabinet
Experiments 1 and 2, where the head and localas, cabinets we)e whereas singular noun—
noun were both singular, this would have no noplural verb and plural noun—singular verb se-
ticeable effect because the number-marking on tlypiences (e.gcabinets was, cabinet weravill
whole subject NP would still be singular. How-be rarer. In the first two experiments, the two
ever, in the NP-mismatch conditions, if the locamore common sequences occurred in the NF
noun’s specification replaces that of the head noumatch grammaticalc@binet way and the NP-
on the subject NP, the subject NP will be markedhismatch ungrammaticat#binets werg con-
plural. In the grammatical conditions, when thalitions, whereas the two rarer sequence
singular verb is then encountered, it will appear toccurred in the NP-match ungrammaticeai-
violate agreement more often in the NP-mismatcimet werg and NP-mismatch grammaticalgb-
condition than in the NP-match condition, resultinets wa$ conditions. Thus thisvord-to-word
ing in additional difficulty in the NP-mismatch transition probability approach might explain
condition. In the ungrammatical conditions, on thé&P-mismatch effects as a matter of fairly simple
other hand, the verb is plural, and thus it willserial association, with the parser having les
appear to agree properly more often in the NRiifficulty processing more common sequence:
mismatch condition than in the NP-match condi¢see Table 2): The NP-match grammatical con
tion, making the former less difficult. This head-dition involved a more common sequence thar
overwriting approach can thus explain the patterthe  NP-mismatch grammatical condition,
of NP-mismatch effects in Experiments 1 and 2vhereas the NP-match ungrammatical condi
with essentially the same mechanism proposed ftion involved a less common sequence than th
production (Bock & Eberhard, 1993; Vigliocco & NP-mismatch ungrammatical condition. This
Nicol, 1997). Table 2 summarizes the predictedxplanation still requires the postulation of an
pattern. independent sensitivity to grammaticality to ac-
However, an alternative explanation for NP€ount for the overall greater difficulty with un-
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grammatical conditions, but it provides an alacross lists, two participants were excluded
ternative to the head-overwriting explanation oOne of these had relatively poor comprehen
NP-mismatch effects. On a transition probabilsion question performance across all items i
ity approach, the comprehension system woulthe experiment (less than 87% correct), an
track head number and hence agreement essée other had poor comprehension perfor:
tially perfectly, but it would also be sensitive tomance for the experimental stimuli in partic-
more local inconsistencies (i.e., low-frequencyilar (88% correct). Thus, data from 48 par-
word-to-word transition probabilities). ticipants were analyzed.

The stimuli in Experiments 1 and 2 were not Materials and designThe experimental stim-
sufficient to distinguish between these two possli were the same as in Experiments 1 and 2
sibilities, but the plural head conditions in EX-eXCept that head noun number was manipulated |
periment 3 can do so. As Table 2 indicates, thgiace of grammaticality. Thus, the head noun wa
transition probability explanation predicts argither singular or plural, and the verb always
NP-mismatch effect for plural head nouns jusigreed with the head noun in number, so all ser
as for singular head nouns because the |0°f§nces were grammatical. As in Experiments !
noun—verb transition for the plural head NPzung 2, the local noun could be either singular o
match condition will be relatively more com- s An example stimulus set is shown in (6),
mon (plural noun-—plural verb, e.gcabinets \yhere the four conditions, formed by crossing the
werg) than the corresponding transition for thgciors head number and head/local NP numb
plural head NP-mismatch condition (singulatyatch are singular head NP-match (6a), singule

noun-—plural verb, e.gcabinet werg If instead .14 NP-mismatch (6b), plural head NP-matct

comprehension parallels production in failing t 6c), and plural head NP-mismatch (6d). The twc
show an NP-mismatch effect for plural hea

thi Id b id st a t ingular head conditions are the same as the tw

Pouns, blsb\(\ll'(t)u el evi t_ence(;gams a r‘:[irr]]sé'orresponding grammatical conditions in Experi-
Agg dp(;oe:i r','[z e:p ?2?;26 alo:guglse(; rgments 1 and 2. The plausibility of the four differ-

cad-overwriling exp ' S0 P dént subject NPs, obtained in the plausibility rating
dicts an NP-mismatch effect for plural hea : ; ) 4 .
L study in Experiment 1, is shown for each item in
nouns, but the combination of the head-over; .

. ) Appendix A.
writing explanation and the proposal that the
plural is explicity marked (Eberhard, 1997) (6) a. The key to the cabinet was rusty from many
predicts an NP-mismatch effect only for singu- vyears of disuse.
lar heads, and no effect for plural heads. Thisis  b. The key to the cabinets was rusty from many
because in the plural head case, the head isYea's ‘;fhd'iuse-t e cabinet f
explicitty marked, making it less likely to be yearg'of opae 10 e CoDINEBETE rusty from many
overwritten, and the mismatching local nounis 4 the keys to the cabinet were rusty from many
not marked, so that it has no feature available to years of disuse.

overwrite that of the head.
The 16 experimental stimuli were placed into

Method four lists as in Experiments 1 and 2. Each list

Participants.Fifty University of Illinois un- @lso contained 94 other (filler) items, 60 of
dergraduates participated for class credit o¥hich were part of an unrelated experiment
$5. To balance the number of participan@volving direct object versus sentential com-

plement ambiguities. The remainder of the
® The predictions of the transition probability explanationitems incorporated a variety of structures anc
for plural head cases do not change if plurals are markagere always grammatical sentences.
because head noun number and local noun number do ”OtApparatus and procedur&he apparatus and

directly interact. To explain the Experiment 1 and 2 un- rocedure were identical to those in Experimen
grammatical singular head cases, a plural local noun mugt P

ease processing when the verb is also plural, and this should Participants typically completed the experi-
be the case regardless of head noun number. ment in approximately 30 min.
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FIG. 7. Experiment 3 grand mean residual reading time by position. The singular head conditions (open
symbols) correspond to the grammatical conditions in Experiments 1 and 2. Error bars show 95% confidence
intervals for differences between cell means, computed from the analyses by participants.

Results match main effectKs > 6), but no effect of
hhead numberKs < 1). As in Experiment 1 at
OtHiS position, the singular head NP-match con
dition was faster than the singular head NP
gﬂsmatch condition, but there was no NP-matct

As in Experiments 1 and 2, trials on whic
the participant answered the comprehensi
guestion incorrectly were excluded. Compre
hension performance was 95% correct for th -
singular head NP-mismatch condition and ggfftect at all for the plural head conditions.

correct for the other three conditions; these val- V\éo][d"follpwinr? the gerg (p(_)siticl)n 7hAt Elh?\lP
ues did not differ (alFs < 1). Residual reading /@ following the verb, the singular head NP-

times were computed and trimmed &b as in match effect was still present numerically but was
Experiment 1, affecting less than 0.6% of th%m reliable. However, a reverse NP-maitch effec

data. Appendix B reports the raw reading time r the plural head conditions appeared: The plure
trimmed at 55D ead NP-match condition was slower than the

Figure 7 shows residual reading times b lural head NP-mismatch condition. This resultec

condition at each word position, and analyse’s 2 significant head numbex NP-match inter-

are presented as in Experiment 1 for the vercton Fa(1,47)= 9.11,F,(1,15)= 6.62] and no
(was or were, position 6) and the following main effect of either head number or NP-matct

7
word (e.g.,rusty, position 7). The data were (all Fs <2, ps > .30).
analyzed in 2 (head number 2 (head/local pigcyussion

NP number match) ANOVAs conducted sepa- ) ]
rately for participants K,) and items F,) at This experiment revealed three primary re-

each word position, and cell-mean-differenc&Ults: First, it replicated the Experiment 1 and 2
confidence intervals are reported as in Expergffects of head/local NP number match wher
ment 1 (see Appendix C).

Verb (position 6)At the verb. there was an "We also analyzed positions 8 and 9, where the plura

interaction between head number and head/lhead NP-mismatch condition appeared to be slower than th
I : W u Bl'ural head NP-match condition, suggesting a late (nonre

cal number match Hy(1,47) = 11.91; \ersed) NP-match effect. However, there were no reliable
F,(1,15)= 9.92] as well as a head/local numbekeffects at these positions.
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the head noun and verb were singular and did saption in response to both actual agreement vio
in the absence of any ungrammatical items dations and seeming violations created by heac
instructions or references to agreement phéscal NP number mismatches, at least when th
nomena. Second, in the plural head conditionbead noun was singular. This sensitivity clearly
NP-match also had an effect, but the effect waaffected processing by the time the word follow-
the reverse of that for the singular head conding the verb was being read. The general pattern
tions: The plural head NP-match condition washe disruptions was that real violations (the un-
more difficult than the plural head NP-mis-grammatical conditions; e.gthe key...were
match condition. Third, the timing of the effectsoverall created more difficulty than seeming vio-
in the singular and plural head conditions wafations (NP-mismatch grammaticéthe key to the
different: In the singular head conditions, thecabinets was with cases of unmistakable viola-
NP-match effect appeared immediately at théion being the most severe (NP-match ungram
verb, whereas in the plural head conditions, thematical; the key to the cabinet wereThese dis-
(reverse) effect did not appear until a word latemruptions were reflected in reading times in all three
and the two plural head conditions did not diffeexperiments, and mismatch-induced disruption
at the verb itself. This combination of effects isappeared in Experiment 3 even when no ungrarr
compatible with that found by Bock and col-matical stimuli were presented. These disruption
leagues in production (Bock & Cutting, 1992;also appeared in regression probabilities in Expet
Bock & Eberhard, 1993; Bock & Miller, 1991; iment 2 (see also Altmann et al., 1992, and Frazie
Eberhard, 1997), where singular head condg& Rayner, 1982), but the choice of regression
tions showed an NP-mismatch effect, but pluratrget did not appear to be influenced at leas
head conditions did not differ in probability of ainitially by syntactic constraints.
subject-verb agreement error. Of course, this This pattern of sensitivity, and particularly
leaves open the question of why the plural heaghe timing revealed in Experiment 2, is consis-
conditions showed a reverse NP-mismatch efent with the linguistic, computational, and psy-
fect on the word following the verb, and wecholinguistic theories described earlier. Of
return to this point below. course, these theories suggest a variety of dif
The combination of this experiment and théerent (and often theory-internal) mechanism:
previous two also provided evidence about thfyr agreement computation, and the current re
mechanism by which NP-mismatch effects opsults do not provide strong evidence implicating
erate in comprehension, suggesting that suefhy one in particular. However, we can distin-
effects are the result of interference between thfuish between two general processing categc
head noun’s number-marking and the locafes: In acompute-on-the-flgystem, agreement
noun’s number-marking rather than the result eatures are processed by the comprehensic
a (mis-)match between the local noun and theystem as they are encountered, so that th
immediately following verb (i.e., word-to-word subject NP’s number-marking has already bee
transition probability). The latter explanationcomputed when the verb is processed. (Th
predicted that the plural head conditions in thigead-overwriting and word-to-word transition
experiment should be impaired by an NP misprobability explanations for mismatch effects
match, and there was no hint of such an effecgiscussed above would both apply within this
GENERAL DISCUSSION category.) Alternatively, if abacktracking
mechanism is used to handle agreement, nun
The three experiments in this article provide &er-marking would only be checked after initial
range of data about readers’ sensitivity to real ar}S’arsing and only when possible (e.g., when :
Seeming agreementViOIationS. Despite the lack Q%rb Overﬂy marked for number is encoun-
any task beyond reading to answer a comprehefgyed)® In English, given the paucity of check-
sion question and the fact that computation of

agreement was not a priori necessary to COmpre=s note that Nicol et al.'s (1997) proposed backtracking
hend the stimuli, readers displayed substantial disiechanism for comprehension is a compute-on-the-fly sys
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able cases noted earlier and the redundancy Gbmprehension and Production
agreement information with other syntactic con-

. . ; In addition to the evidence they provide about
straints, a backtracking system might turn out t8om rehension and related theories, of cours
be more efficient, depending on how onerou P '

the agreement-checking process is. t%reze rESLrJIItSthain alsvf/)hber con;par;;lj to tIhNo;enf]rio
The current data are most straightforwardl oduction studies, where a headr/loca S

handled by a compute-on-the-fly process i atch creates a higher proportion of verb-num

which both reading times and the incidence o _er-markmg errors only when the head NP is

regressions simply reflect the probability of deSingular, not \_/vhen itis plural. Al thre_e of the
tecting an agreement violation. The backtraciCUMeNt experiments also shoyved difficulty en-
ing hypothesis specifically has difficulty han-9endered by a head/local mismatch when th
dling the Experiment 2 regression data. Becau&?a_d NP was singular and. the verb was grarr
it assumes that the comprehension system igla“cé”y correct. In Experiments 1 and 3, an
nores agreement information until it encounter P-mismatch effect for singular head NPs ap

an overtly number-marked verb, the NP-match€ared immediately at the verb; and in Experi
and NP-mismatch conditions should be identMeNt 2, despite the absence of significant effect

cal with respect to agreement properties, but it the verb itself, a reliable NP-mismatch effect
Experiment 2, regressions were more frequefinerged at the next word.
in NP-match than NP-mismatch conditions, and 1he three experiments together also sug
NP-match also interacted with grammaticalitydested that the same kind of head-overwriting
The backtracking hypothesis can explain NpexPlanation of NP-mismatch effects as in pro-
match effects in first-pasgading timearound duction (e.g., Vigliocco & Nicol, 1997) might
the verb by assuming that subject NP number &PPly as well in comprehension. Such an expla
computed without making any regressive saclation, along with the proposed markedness c
cades. However, trying to use this same adbe plural relative to the singular, accounted for
sumption to explain why the probability of re-both the NP-match interaction with grammati-
gressions after first passes varied creates tg8lity in the first two experiments and for the
interacting problems: First, first passes througiick of an NP-match effect (at the verb) for
the verb region were much shorter (by 82 mdylural heads in the third experiment. An alter-
when ended by a regression than when ended Bgtive, that NP-mismatch effects result from
a forward saccade, suggesting that readers wétéferences in the frequency of local noun—verhb
not spending time computing the subject NP'§equences, predicted an NP-match effect fc
number before regressing. Second, and moR®th singular and plural heads and was no
critically, if readers did manage to compute théupported. Together, these patterns suggest tr
subject NP’s number in the regression-endell€ comprehension and production systems ca
trials, then first-pass times on those trials shoul@n similar mechanisms for agreement and the
have been affected. But the first passes ended #ie markedness of the plural (Bock & Eberhard
regressions were the cases which did not cod993; Eberhard, 1997) applies to both systems
tribute to the first-pass time effects at the verb Experiment 3, however, showed that the NP-
region (reliable effects appeared only whemismatch effect for plural-head NPs was more
those trials were removed, in the regressiorcomplicated: At the verb, a head/local mismatct
contingent analyses). Thus the number of thiead no effect, but a surprising reverse mismatc
subject NP was probably computed prior teffect (NP-match harder than NP-mismatch) ap
encountering the verb. peared at the following word. The fact that the
NP-mismatch effects for singular and plural
heads were in opposite directions and had dif

tem in our terms because the subject NP's number is corgérent onset times with respect to the appear
puted as the NP is initially processed. For Nicol et al., th P pp

backtracking arises in the actual check of the verb's numb@NCe of the verb suggests that they may hav
against the subject NP’s, while the verb is being processedifferent origins, and one possibility is that the
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complexity of the discourse model required fomatical condition, the subject NP will almost
the different subject NPs of Experiment 3always be correctly identified as singular (ever
played a role. For example, in the plural heathappropriate overwriting will not result in an
NP-match condition, two multiple-member set®rror), as will the verb, so readers will almost
(e.g., keys and cabinety must be postulated, never think an error is present. Thus the de
whereas only one multiple-member set isected-error probability will be very low. In the
needed in the plural head NP-mismatch condNP-match ungrammatical condition, however,
tion (keys, cabingt Complexity differences are while the subject NP will again almost always
reversed for the singular head cases: The singoe correctly identified as singular, the verb will
lar head NP-match conditiorkéy, cabingtre- essentially never be misidentified as singular, s
quires no multiple-member sets, but the singuldhe detected-error probability will be very high
head NP-mismatch conditionke€y, cabinefs (1.00 minus the detected-error probability in the
does require one. Although the difficulty ofNP-match grammatical condition). In the two
constructing these discourse representationslP-mismatch conditions, the detected-erro
should be spread across the words of the subjgmobability will depend on the probability of the
NP (and is correlated with subject NP length)local NP’s number overwriting the head NP’s
the effects in the verb region might reflect thenumber: The higher this probability, the higher
difficulty of combining the discourse representhe NP-mismatch grammatical condition’s de-
tation of the subject with the content of thetected-error probability, and tHewer the NP-
predicate. Critically for our stimuli, this contentmismatch ungrammatical condition’s detected.
only appeared following the verb, because therror probability. Thus as the probability of
verb itself (always the copula) provided esserincorrect overwriting increases toward .50, the
tially none. Thus discourse effects of this sortletected-error probabilities in the two NP-mis-
could conceivably explain the reversal of thenatch conditions will approach each other.
plural head mismatch effect at the word follow- The concern here is that in both Experiment:
ing the verb. We are examining this possibilityl and 2, while the NP-match grammatical con-
in ongoing work. dition was easier and the NP-match ungramma
An additional point to consider with respectical condition was harder than the other condi-
to similarities between the comprehension antions, the two NP-mismatch conditions were
production systems concerns the idea that thmostly indistinguishable. A discrete slot-and-
underlying computation mechanism in botHeature approach could account for this by set
cases involves discrete features and “slots”; théing the probability of inadvertent overwriting
is, that an NP is identified as either definitelyof a head NP’s number by a local NP close tc
singular or plural and that production errors ands0. This would straightforwardly predict that
comprehension difficulty result from an inad-the two conditions should be similar in detect-
vertent overwriting process in which one valueed-error probability and thus difficulty. Of
is replaced by another (e.g., the head NP’s nuncourse, this suggests a fairly inept agreemer
ber specification is replaced by the local NP’somputation system—it fails close to half the
specification). This approach straightforwardlfime—but more directly relevant, the data from
predicts production results (in part because thgroduction suggest that mismatch-induced er
responses are discrete): When incorrect overers are much less frequent: Bock & Miller
writing occurs, producers generate the incorre¢l991), for example, found a maximum num-
verb form. If the same mechanism is used iber-marking error rate of about 25% for their
comprehension, then the difficulty of a condisingular head NP-mismatch condition, anc
tion will be a function of itsdetected-error other studies have found comparable or lowe
probability: the probability of noticing that an rates.
agreement error is present in the condition, re- An alternative to the discrete slot-and-feature
gardless of whether an error is actually preserapproach is to allow number features to take ol
In Experiments 1 and 2, in the NP-match grameontinuous activation (or probability) values
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during processing, as in constraint-based mogiural-markedness proposal. Instead of havin
els of ambiguity resolution (e.g., MacDonald eboth a plural feature and a singular feature
al., 1994; see Trueswell, 1996, for similar treatwhich can be activated and which can compet
ment of verb tense markers; and Dell, 1986, andith each other, only a plural feature would be
Roelofs, 1992, for conceptually similar produc-available. When the plural feature is activatec
tion models). On this approach, the possibilityabove a set threshold, the element in question |
of perceptual error and the existence of noiselentified as plural; when the plural is not suf-
within the activation system make feature proficiently activated, the system assumes that th
cessing, even for objectively unambiguouglementin question is singular. In such a model
words (e.g.keys, a matter of ambiguity reso- all sources of interference (noise, decay, etc.
lution. For example, in most cases, wheaysis  act directly on the plural feature, either driving
processed in the lexicon, the plural feature wilits activation up or down.
become very active, but because of occasional While this description is just a sketch of an
errors and general noise within the system, thaternative to a discrete slot-and-feature ap
singular possibility may also receive someroach, it does provide a potential explanatior
small amount of support. This situation is thdor the lack of difference between the two NP-
same as that for a strongly biased semanticalipismatch conditions in Experiments 1 and 2,
ambiguous word (e.g.boxed: One possible which is problematic for the discrete approach
meaning is very strongly preferred, but it is notn addition, this framework has the potential to
the only possibility. Other words (e.gdeer, explain ambiguity resolution and a variety of
you, most verbs) can be more clearly ambigufeature-processing effects, including interfer-
ous, and in addition to the uncertainty assocence and grammaticality effects, with the sam
ated with activating the appropriate featurenechanisms that have been used in modelin
when a word is identified, potential uncertaintygeneral syntactic comprehension (e.g., Stever
will also arise because later words (e.g., a localon, 1994) as well as word- and sentence-leve
noun) must be processed while the marking d#ffects in production (e.g., Dell, 1986; Roelofs,
earlier words is maintained. 1992).

Because of these sources of interference and .
ambiguity, identifying the subject NP's numberfEMPpirical and Methodological Issues
when it must be checked against the verb’s will In addition to theoretical implications, the
be more difficult and more error prone to thecurrent results have several empirical and metk
extent that its activation level is no longerodological consequences. First, the results c
clearly differentiated from that of any alterna-Experiments 1 and 2 bear on questions about tf
tives. Noun phrase-mismatch effects will thusole of notional number in the computation of
arise as interference increases, and grammagigreement in English. We found no interactior
cality effects will arise when the verb’s numbebetween notional number of the subject NF
specification fails to correspond to that retrieve€distributivity) and either grammaticality or NP-
for the subject NP. The combination of thesenatch at the local noun position, at the number
effects will match those described above imarked verb, or at the following word, indicat-
terms of detected-error-probability, but theng that notional number had no measurable
competition between alternatives on individuaimpact on the computation of agreement. This
trials provides a source of nonlinearity whichaccords with production results for similar En-
can account for the similar difficulty of the two glish materials (Bock & Miller, 1991; Vigliocco
NP-mismatch conditions, despite their differet al., 1996a), results which in turn contrast
ence in grammaticality. interestingly with findings in several other lan-

This approach can handle the Experiment §uages (Vigliocco et al., 1995, 1996a,b). How-
result that plural head nouns are insulated fromver, Eberhard (1996) offers evidence that the
NP-mismatch effects, essentially by implementappearance of distributivity effects in English
ing Eberhard’s (1997; Bock & Eberhard, 1993production may depend on the relative con-
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creteness of the speaker’s number representation of sentences, this early sensitivity argue
tion. This was not manipulated in our materialsfor a system that continuously integrates gram
Coupled with the conflicting cross-linguisticmatical features during comprehension, irre:
patterns in the production data and the absenspective of their eventual relevance to under
of converging evidence from other work onstanding.
comprehension, our null interactions obviously
warrant further scrutiny. But from this first APPENDIX A
glance at how notional number affects agree-
ment computation during reading, the conclu-
sion must be that notional number has little The stimuli used in the experiments are listec
power to deflect the robust feature-matchinrgebw in their fully singular versions (singular
processes set in train by grammatical number?€@d noun, singular local noun, singular verb)
Second, the use of both self-paced and eygpr Experiments 1 and 2, the other versions
tracking methodologies with the same materialyere created by varying the number of the loca
in the current studies allows a direct comparisoRoun and/or the verb. For Experiment 3, the
of the two. The clearest result of such a comPther versions were created by varying the num
parison is that the differences are minimal. ThEer of the head noun and/or local noun (the
patterns of difficulty in the two measures wer&/€rb’s number-marking matched that on the
mosﬂy identical, except that eyetracking a|head noun). Items 1-8 have a distributive inter
lowed for finer-grained timing and a chance tgretation in their singular head—plural local
examine a wider range of measures. Both reafoun versions; items 9-16 are nondistributive
ing times and regression probabilities in Exper] he plausibility ratings described in Experiment
iment 2 revealed the same pattern as the sefk-for the four different versions of the subject
paced studies. NPs are shown in parentheses after each itel
Overall, then, the three reported experimentd = plausible, 5= implausible) in the order:
provide substantial data about the handling dfingular head-singular local noun, singular
agreement in comprehension, about the rel&€ad—plurallocal noun, plural head-singular lo
tionship between agreement in comprehensidi@l noun, plural head—plural local noun. The
and in production, and about the timing of@tings shown for item 6The name on the
agreement processing. The pattern of results f8fIboard . . .) were actually collected using the
singular versus plural head NPs paralleled eff@gmentThe name on the sign . asdescribed
fects in language production using identical" the Method section of Experiment 1.
subject NPs (e.g., Bock & Miller, 1991) and 1. The slogan on the poster was designed to get
suggested that the two systems rely on closely attention. (1.18, 1.06, 1, 1.06)
related mechanisms for processing agreement2. The picture on the postcard was of a village church
information. In both systems there is evidence M the south of France. (1, 1, 1,1)
that NP-mismatch effects are mediated by pro- 3. The mistake in the program was disastrous for the
. : small software company. (1, 1.12, 1, 1.12)
cesses responsible for subject-number computa-4. The label on the bottle was a warning about the
tion, rather than by mere serial association. The toxic effects of the drug. (1, 1.06, 1.24, 1)
time course of agreement computation during 5. The problem in the school was solved by firing the
comprehension appears to be compatible with Superintendent. (1.18, 1.12, 1.12, 1) _
. .. . . 6. The name on the billboard was of a prominent
many Ilngws_tlc, computanonal, and psy_cholm- local politician. (1.18, 1.24, 1, 1)
guistic theories, but it challenges theories that 7. The crime in the city was a reflection of the vio-
assume agreement to be checked after the factlence in today’s society. (1.06, 1.06, 1.06, 1.12)
In particular, comprehenders in the present ex- 8. The defect in the car was unknown to consumers
periment displayed early sensitivity to both real 2nd government regulators. (1.12, 1.23, 1.18, 1.06)
. : . 9. The door to the office was left unlocked by the
and seeming violations of agre_eme_nt. BecausecIeaning service. (1, 1, 1, 1)
the agreement system of English is compara- 10. The memo from the accountant was about the
tively meager and rarely constrains the interpre- delinquent tax return. (1.06, 1.18, 1.29, 1.06)

Stimuli



452

11. The check from the stockbroker was a dividend

on a long-term bond. (1.06, 1.47, 1.53, 1.29)

12. The key to the cabinet was rusty from many years

of disuse. (1.06, 1.18, 1.12, 1.24)

13. The letter from the lawyer was received in San

Francisco in late March. (1.12, 1, 1, 1.06)

Experiment 1 Trimmed Raw Reading Time (in Milliseconds)

Trimmed Raw Reading Times

PEARLMUTTER, GARNSEY, AND BOCK

14. The entrance to the laboratory was hard to locate
on the diagram. (1, 1, 1.06, 1)
15. The warning from the expert was a shock to the
residents of the city. (1.25, 1, 1.06, 1.29)
16. The bridge to the island was about ten miles off
the main highway. (1.59, 2, 1.47, 1.41)

TABLE B1

APPENDIX B

Position
Condition 4 5 6 7 8 9 10
Grammatical
Match 297 317 324 313 324 328 329
Mismatch 299 336 361 344 329 327 342
Ungrammatical
Match 291 311 333 389 382 345 338
Mismatch 300 326 356 361 344 337 346
TABLE B2
Experiment 2 Trimmed Raw First-Pass Reading Time (in Milliseconds)
Position
Condition 4 5 6 7 8 9 10
Grammatical
Match 219 246 241 247 237 282 257
Mismatch 213 289 251 281 258 269 259
Ungrammatical
Match 207 253 257 283 259 267 268
Mismatch 219 274 255 284 248 272 271
TABLE B3
Experiment 2 Trimmed Raw Total Reading Time (in Milliseconds)
Position
Condition 1 2 3 4 5 6 7 8 9 10
Grammatical
Match 240 306 257 233 280 248 286 280 331 281
Mismatch 256 314 249 241 374 284 337 298 322 316
Ungrammatical
Match 273 383 268 277 385 409 391 351 333 310
Mismatch 237 353 268 263 361 318 356 315 319 313
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TABLE B4

Experiment 3 Trimmed Raw Reading Time (in Milliseconds)

Position

Condition 4 5 6 7 8 9 10
Singular head

Match 275 288 290 293 319 300 298

Mismatch 281 300 325 310 308 305 313
Plural head

Match 276 301 320 316 308 311 321

Mismatch 265 286 312 291 321 314 306

APPENDIX C

Condition Means and Confidence Intervals by Participants and Iltems
TABLE C1

Experiment 1 Residual Reading Time Means and Confidence Intervals by Participants and Items (in Millisecond

Position

Condition 5 6 7
Grammatical

Match —-50 —-48 -12 -13 -36 —34

Mismatch —44 —43 22 23 -1 1
Ungrammatical

Match -60 —60 -11 -10 40 38

Mismatch —57 —58 9 8 13 13
Cl 16 19 19 16 24 21

Note.At each position, the left and right columns show analyses by participants and items, respectively. Abbrevia
Cl = 95% confidence interval for individual mean comparisons.
TABLE C2

Experiment 2 First-Pass Residual Reading Time Means and Confidence Intervals
by Participants and Items (in Milliseconds)

Position Verb region

Condition 5 6 7 All NoRegr
Grammatical

Match -35 -41 5 3 —-18 -20 -4 =2 -9 -7

Mismatch —-17 -15 13 18 11 22 17 14 36 33
Ungrammatical

Match =25 =27 10 5 14 16 35 38 71 52

Mismatch —-27 24 -1 7 4 18 19 21 29 27
Cl 24 24 26 27 36 36 37 34 49 33

Note.At each position, the left and right columns show analyses by participants and items, respectively. Abbreviat

All = including all first passes; NoRegs including only first passes not ended by regressive saccades; @%%
confidence interval for individual mean comparisons.
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TABLE C3

Experiment 2 Total Reading Time Means and Confidence Intervals by Participants and Items (in Milliseconds)

Position

Condition 1 2 3 4 5 6 7
Grammatical

Match -11 -10 -26 —-26 —14 -18 —-45 —-45 -70 —-79 -26 —-28 —-43 -36

Mismatch 2 0 —-23 -16 —-26 —-17 —41 -36 -9 -12 4 4 7 12
Ungrammatical

Match 30 22 66 74 —-25 -15 9 30 42 37 125 131 66 70

Mismatch -10 -19 29 31 -4 1 -1 -17 -19 -19 22 22 21 27
Cl 26 29 a7 43 42 42 38 44 42 39 45 47 50 39

Note.At each position, the left and right columns show analyses by participants and items, respectively. Abbrevia
Cl = 95% confidence interval for individual mean comparisons.

TABLE C4

Experiment 2 Regressive Saccade Condition Means and Confidence Intervals by Participants and Items (in %

Regression measure

Condition First pass Total
Grammatical

Match 6.9 4.9 57 6.1

Mismatch 105 9.7 8.7 104
Ungrammatical

Match 273 27.1 20.3 23.9

Mismatch 12.1 11.8 11.0 14.3
(¢]] 80 7.0 47 6.1

Note.For each measure, the left and right columns show analyses by participants and items, respectively. Abbrevi
Cl = 95% confidence interval for individual mean comparisons.

TABLE C5

Experiment 3 Residual Reading Time Means and Confidence Intervals by Participants and ltems (in Millisecond

Position

Condition 5 6 7
Singular head

Match -62 —-59 -30 —-29 -37 —-34

Mismatch -57 -57 7 6 —24 24
Plural head

Match —-66 —63 -12 -12 -20 -17

Mismatch -65 —61 -17 -14 —43 —42
(@] 21 19 19 18 18 20

Note.At each position, the left and right columns show analyses by participants and items, respectively. Abbrevia
Cl = 95% confidence interval for individual mean comparisons.
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